**SOME QUESTIONS OF SYNTHESIS IN CYBERNETICS AND COMPUTER SCIENCE**

The problem of synthesis in computer sciences, including cybernetics, artificial intelligence and system analysis, is analyzed. Main methods of realization this problem are discussed. Ways of search universal method of creation universal synthetic science are represented. As example of such universal method polymeric analysis is given. A short classification method of synthesis is represented. Main methods of synthesis are next: deductive, deductive-inductive, inductive and pragmatic. Perspective of further development of this research, including application polymeric method for the resolution main problems of computer sciences, is analyzing too. Deductive methods are using for the creation generalizing theories or theories of everything. For creation these theories six criteria were formulating. Deductive-inductive method is Newtonian four rules of conclusion in physics. This method allows creating classical mechanics, B. Russell logical types, etc. Inductive methods use for the receiving inductive generalized laws as Shannon theorem. Pragmatic methods is using for the creation systems, which are necessary for the resolution for solving particular problems, for example, creating some kind of unit for solving a specific practical problem. This method often is using in engineering or in an area of human activity where there are already many developments and they often need to be combined with developments from other related fields. In programming, an example of pragmatic synthesis is the Python programming language, which includes elements of earlier programming languages. The boundaries between these four types of synthesis are sometimes rather arbitrary. A modern example of deductive-inductive synthesis is the Vladislav Dorofeev concept of strong artificial intelligence. Cybernetics itself is also a synthesis of various sciences. However, its synthesis in the Georg sense is inductive, and in the sense of polymetrical analysis, it is deductive.
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**Introduction**

The problem of synthesis in modern computer sciences is connecting with the problem of creation the universal system of knowledge and has long history [1 – 16].

---
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We use short classification method of synthesis. Main methods of synthesis are next: deductive, deductive-inductive, inductive and pragmatic. Perspective of further development of this research, including application polymetric method for the resolution main problems of computer sciences, is analysing too. Deductive methods are using for the creation generalizing theories or theories of everything. For creation these theories six criteria were formulating. Deductive-inductive method is Newtonian four rules of conclusion in physics. This method allows creating classical mechanics, B. Russel logical types [3], etc. Inductive methods use for the receiving inductive generalized laws as Shennon theorem. Pragmatic methods is using for the creation systems, which are necessary for the rersolution for solving particular problems, for example, creating some kind of unit for solving a specific practical problem. This method often is using in engineering or in an area of human activity where there are already many developments and they often need to be combined with developments from other related fields. In programming, an example of pragmatic synthesis is the Python programming language, which includes elements of earlier programming languages. The boundaries between these four types of synthesis are sometimes rather arbitrary. Therefore, the Newtonian four rules of conclusions in physics, in principle, represent a deductive system. However, the fourth rule, where induction is mentioned, allows us to present it as a deductive-inductive system, although most researchers consider him the founder of the inductive method. Since this is a theoretical method, it is natural that it includes elements of deduction. A modern example of deductive-inductive synthesis is the concept of strong artificial intelligence by Vladislav Dorofeev, which is basing on three principles: Moiseev, Legasov and Efremov [9, 10, 14]. Roughly speaking, this is the application of Newton's method to artificial intelligence problems. Cybernetics itself is also a synthesis of various sciences [4, 5]. However, synthesis in the sense of George is inductive, and in the sense of polymetric analysis, it is deductive.

For the tasks of artificial intelligence, this direction was developing by N. Nilsson [6, 7, 13].

Cybernetics as a science appeared in connection with the development of computer technology and with the need to process and operate with large amounts of information. According to N. Wiener cybernetics is science about control and communication in the animal and the machine [3].

However, according to [3 – 5] cybernetics is synthesis of many sciences (mathematics, physics, biology, psychology and other).

Therefore the main problem of our research is ascertainment of question about possible application of PA for the resolution the problems of cybernetics, including general problems (S. Beer centurial problem, problem of complexity) and particular (matrix calculations, arrays sorting, pattern recognition).

Artificial intelligence (AI) is intelligence demonstrated by machines, as opposed to natural intelligence displayed by animals including humans. Leading AI textbooks define the field as the study of "intelligent agents": any system that perceives its environment and takes actions that maximize its chance of achieving its goals. Some popular accounts use the term "artificial intelligence" to describe machines that mimic "cognitive" functions that humans associate with the human mind, such as "learning" and "problem solving", however, this definition is rejected by major AI researchers. It may be represented as chapter of cybernetics, but F. George is selected it as independent science.

Main ways of synthesis in artificial intelligence (logic, engineering and Moiseev type) are analyzed too. First two represented by S. Russel and P. Norwig [15], N. Nilsson [13] and N. Kasabov [16] concepts, and have more engineering nature. Vladislav Dorofeev concept of strong artificial intelligence has more deep anthropic nature [9, 10]. This concept is connected with influence human activity on environment. Therefore, in this concept we have three principles: two ecological (Legasov and Efremov) and one system cybernetic (Moiseev) [14]. This concept was used to the resolution system aspects of COVID-19 [9, 10, 14]. These methods have inductive nature.

However, cybernetics is synthetic science [4, 5]. Therefore, we must been create universal synthetic deductive theory. This theory is Polymetric Analysis.
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More fully, realization of this idea is Polymetric Analysis (PA): theory of variable measure or theory of systems with variable hierarchy. We can say that this system was created for the formalization L. Hall phrase “All, which come from head, is intelligent” [1, 3].

PA includes the procedure of measurement in finish result of measurement [13, 14]. Basic and derivative measurements are connecting with quantitative and qualitative mathematical transformations. First is corresponded the procedure of measurement (arithmetic) the observed quantity, second – the analysis of dimensions (dimensional analysis).

Polymetric analysis is basing on the idea of triple minimum (particularly scientific, methodical and mathematical). Main principles of PA are criteria of reciprocity and simplicity. The first criterion is the principle of assembling the elements of the corresponding construct into a single system. Second criterion is principle optimality (simplicity-complexity) of this assembling.

One of main component of this method, hybrid theory of systems (theory systems with variable hierarchy) show that only ten minimal types system of formalization the knowledge are existed [3, 14].

Therefore, methods of PA as universal theory of optimal formalized synthesis may be using for the resolutions the main cybernetical problems. Structure of PA may be representing as more deep formalization the neuronets [1, 3].

Since, PA as universal system formalization of knowledge may be used for the resolution the basic problems of natural and artificial intelligence too [3, 10, 14].

The bonds of Polymetric Analysis and computer sciences are shown. The using of polymetric method for the resolution the problems of cybernetics and artificial intelligence is discussed. Perspective of using synthetic methods for the development of computer sciences is analyzed too.

II.Cybernetics as synthetic science

Cybernetics (from the Greek κυβερνητική “governance,” κυβερνώ “to steer, navigate or govern,” κυβερνή “an administrative unit; an object of governance containing people”) is the science of general regularities of control and information transmission processes in different systems, whether machines, animals or society [1 – 5].

Cybernetics studies the concepts of control and communication in living organisms, machines and organizations including self-organization. It focuses on how a (digital, mechanical or biological) system processes information, responds to it and changes or being changed for better functioning (including control and communication).

Cybernetics is an interdisciplinary science [1 – 5, 8]. It originated “at the junction” of mathematics, logic, semiotics, physiology, biology and sociology. Among its inherent features, we mention analysis and revelation of general principles and approaches in scientific cognition. Control theory, communication theory, operations research and others represent most weighty theories within cybernetics [8].

Short history of cybernetics is represented in [1 – 5, 8].

The latter case covers partial “intersection” of these results (see Fig. 1 – figuratively speaking, the central rode of the “umbrella”), i.e., usage of common results for all component sciences. Furthermore, we will adhere to this approach over and over again for discrimination between the corresponding umbrella brand and the common results of all component sciences in the context of different categories such as interdisciplinarity, systems analysis, organization theory, etc.

Cybernetics today (disciplines included in cybernetics in the descending order of their “grades” of membership, see Fig. 1, with year of birth if available) [8]:

– control theory (1868–the papers published by J. Maxwell and I. Vyshnegradsky);
– mathematical theory of communication and information (1948 – C. Shannon’s works);
– general systems theory, systems engineering and systems analysis;
– optimization (including linear and nonlinear programming; dynamic programming; optimal control; fuzzy optimization; discrete optimization, genetic algorithms, and so on);
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– operations research (graph theory, game theory and statistical decisions, etc.);
– artificial intelligence (1956–The Dartmouth Summer Research Project on Artificial Intelligence);
– data analysis and decision-making;
– robotics

and others (purely mathematical and applied sciences and scientific directions, in an arbitrary order) including systems engineering, recognition, artificial neural networks and neural computers, ergatic systems, fuzzy systems (rough sets, grey systems, etc), mathematical logic, identification theory, algorithm theory, scheduling theory and queuing theory, mathematical linguistics, programming theory, synergetics and all similar sciences [8].

Fig. 1. The composition and structure of cybernetics [8].

According to [4, 5] cybernetics is synthesis of many sciences (mathematics, physics, biology, psychology and other

Fig. 2. A diagram that roughly illustrates the areas of intersection of the main disciplines that feed cybernetics [4, 5]

Really, this synthesis is more widely. For specific systems, this synthesis is quite general and therefore, as a rule, it is detailed. Therefore, in our times the new particular synthetic science,
which are basing on cybernetics are created. These particular synthetic sciences were called as biological cybernetics, economical cybernetics, physical cybernetics etc. [3, 4, 8].

There is one further argument which we will consider and that is that a computer, or any other artificially constructed system, only does what it is made to do by its programmer. This is a view that was held by Lady Lovelace [4]. It is a popular fallacy that computers can only do what the programmers make the computers do. The fallacy arises from various considerations. One is the failure to remember that human beings only do what they are programmed to do, although they are programmed by various different features of the environment, including parents, teachers, etc. and are adaptable and change according to changing circumstances. Now in this sense it is perfectly true to say that computers can only do what they are programmed to do, but they can certainly be given exactly the same flexibility as humans. In other words, various people can program them and they can be made adaptive so that they change and function in changing circumstances [4, 5].

The problem of not being able to do anything really new also relates in some measure to Lady Lovelace's objection which was really dependent upon the idea that the computer, or any other “machine” which was manufactured by human beings, could do no more than the programmer programmed it to do [4].

Schema of Fig. 1 shows the composition and structure cybernetics in historical way of its development. We see that artificial intelligence is the son and daughter of cybernetics, but its development in last years allow to select and represent the synthesis in this engineering science as separate paragraph.

**Artificial intelligence as synthetic science**

Less than a decade after breaking the Nazi encryption machine Enigma and helping the Allied Forces win World War II, mathematician Alan Turing changed history a second time with a simple question: "Can machines think?"[4].

Turing's paper "Computing Machinery and Intelligence" (1950), and its subsequent Turing Test, established the fundamental goal and vision of artificial intelligence [4, 7].

At its core, artificial intelligence (AI) is the branch of computer science that aims to answer Turing's question in the affirmative. It is the endeavor to replicate or simulate human intelligence in machines.

The expansive goal of artificial intelligence has given rise to many questions and debates. So much so, that no singular definition of the field is universally accepted.

The major limitation in defining AI as simply "building machines that are intelligent" is that it doesn't actually explain what artificial intelligence is? What makes a machine intelligent? AI is an interdisciplinary science with multiple approaches, but advancements in machine learning and deep learning are creating a paradigm shift in virtually every sector of the tech industry [4, 7].

According to N. Moiseev “Anyway, the term "artificial intelligence" established in the scientific literature, and with this it follows to be considered. However, it is important to clearly stipulate pragmatic, applied meaning of this term. So we agree to associate its use only with modern processing technology and use information” [3, 10].

In their groundbreaking textbook Artificial Intelligence: A Modern Approach, authors Stuart Russell and Peter Norvig approach the question by unifying their work around the theme of intelligent agents in machines. With this in mind, AI is "the study of agents that receive percepts from the environment and perform actions" [15]

Norvig and Russell go on to explore four different approaches that have historically defined the field of AI [15]:
1. Thinking humanly
2. Thinking rationally
3. Acting humanly
4. Acting rationally
The first two ideas concern thought processes and reasoning, while the others deal with behavior. Norvig and Russell focus particularly on rational agents that act to achieve the best outcome, noting "all the skills needed for the Turing Test also allow an agent to act rationally" [15].

Winston, the Ford professor of artificial intelligence and computer science at MIT, defines AI as "algorithms enabled by constraints, exposed by representations that support models targeted at loops that tie thinking, perception and action together" [15].

While these definitions may seem abstract to the average person, they help focus the field as an area of computer science and provide a blueprint for infusing machines and programs with machine learning and other subsets of artificial intelligence.

The Four Types of Artificial Intelligence are existed [15]:

1. Reactive Machines.
   A reactive machine follows the most basic of AI principles and, as its name implies, is capable of only using its intelligence to perceive and react to the world in front of it. A reactive machine cannot store a memory and as a result cannot rely on experiences to inform decision making in real-time.
   Perceiving the world directly means that reactive machines are designed to complete only a limited number of specialized duties. Intentionally narrowing a reactive machine’s worldview is not any sort of cost-cutting measure, however, and instead means that this type of AI will be more trustworthy and reliable – it will react the same way to the same stimuli every time.
   A famous example of a reactive machine is Deep Blue, which was designed by IBM in the 1990’s as a chess-playing supercomputer and defeated international grandmaster Gary Kasparov in a game. Deep Blue was only capable of identifying the pieces on a chessboard and knowing how each moves based on the rules of chess, acknowledging each piece’s present position, and determining what the most logical move would be at that moment. The computer was not pursuing future potential moves by its opponent or trying to put its own pieces in better position. Every turn was viewed as its own reality, separate from any other movement that was made beforehand.
   Another example of a game-playing reactive machine is Google’s AlphaGo. AlphaGo is also incapable of evaluating future moves but relies on its own neural network to evaluate developments of the present game, giving it an edge over Deep Blue in a more complex game. AlphaGo also bested excellent competitors of the game, defeating champion Go player Lee Sedol in 2016.
   Though limited in scope and not easily altered, reactive machine artificial intelligence can attain a level of complexity, and offers reliability when created to fulfill repeatable tasks.

2. Limited Memory.
   Limited memory artificial intelligence has the ability to store previous data and predictions when gathering information and weighing potential decisions — essentially looking into the past for clues on what may come next. Limited memory artificial intelligence is more complex and presents greater possibilities than reactive machines.
   Limited memory AI is created when a team continuously trains a model in how to analyze and utilize new data or an AI environment is built so models can be automatically trained and renewed. When utilizing limited memory AI in machine learning, six steps must be followed: Training data must be created, the machine-learning model must be created, the model must be able to make predictions, the model must be able to receive human or environmental feedback, which feedback must be stored as data, and these steps must be reiterated as a cycle.
   Three major machine-learning models utilize limited memory artificial intelligence:
   • Reinforcement learning, which learns to make better predictions through repeated trial-and-error.
   • Long Short Term Memory (LSTM), which utilizes past data to help predict the next item in a sequence. LTSMs view more recent information as most important when making predictions and discounts data from further in the past, though still utilizing it to form conclusions.
   • Evolutionary Generative Adversarial Networks (E-GAN), which evolves over time, growing to explore slightly modified paths based off previous experiences with every new decision. This
model is constantly in pursuit of a better path and utilizes simulations and statistics, or chance, to predict outcomes throughout its evolutionary mutation cycle.

3. Theory of Mind.

Theory of Mind is just that – theoretical. We have not yet achieved the technological and scientific capabilities necessary to reach this next level of artificial intelligence.

The concept is based on the psychological premise of understanding that other living things have thoughts and emotions that affect the behavior of one’s self. In terms of AI machines, this would mean that AI could comprehend how humans, animals and other machines feel and make decisions through self-reflection and determination, and then will utilize that information to make decisions of their own. Essentially, machines would have to be able to grasp and process the concept of “mind,” the fluctuations of emotions in decision-making and a litany of other psychological concepts in real time, creating a two-way relationship between people and artificial intelligence.


Once Theory of Mind can be established in artificial intelligence, sometime well into the future, the final step will be for AI to become self-aware. This kind of artificial intelligence possesses human-level consciousness and understands its own existence in the world, as well as the presence and emotional state of others. It would be able to understand what others may need based on not just what they communicate to them but how they communicate it.

Self-awareness in artificial intelligence relies both on human researchers understanding the premise of consciousness and then learning how to replicate that so it can be built into machines.

According N. Nilsson [6, 7, 13] artificial intelligence, broadly (and somewhat circularly) defined, is concerned with intelligent behavior in artifacts. Intelligent behavior, in turn, involves perception, reasoning, learning, communicating, and acting in complex environments. AI has as one of its long-term goals the development of machines that can do these things as well as humans can, or possibly even better. Another goal of artificial intelligence is to understand whether it occurs in machines or in humans or other animals. Thus, artificial intelligence has both engineering and scientific goals. N. Nilsson is focused main attention on the important concepts and ideas underlying the design of intelligent machines.

Main elements of N. Nilsson synthesis are [6, 7, 13]:

1. Reactive machines, which are included: stimulus-response agents (perception and action, representing and implementing action functions); neural networks, machine evolution (evolutionary computation, genetic programming); state machines (representing the environment by feature vectors, Elman networks, iconic representations, blackboard systems); robot vision.

2. Search in state spaces: agents that plan (memory versus computation, state-space graphs, searching explicit state spaces, feature-based state spaces, graph notation); uniformed search; heuristic search; planning, acting and learning; alternative search formulations and applications; adversarial search.

3. Knowledge representation and reasoning: the propositional calculus; resolution in the propositional calculus; the predicate calculus; resolution in the predicate calculus; knowledge-based systems; representing commonsense knowledge; reasoning with uncertain information; learning and acting with Bayes nets.

4. Planning methods based on Logic: the situation calculus; planning.

5. Communication and integration; multiple agents; communications among agents; agent architectures.

N. Kasabov engineering synthesis of artificial intelligence including four areas [16]:

1. Foundations: evolving processes and their representation as data, information and knowledge; brain information processing, evolutionary computation; quantum-inspired computation; molecular information processing; information theory; computational architecture.

2. ECOS and SNN methods: artificial neural networks (ANN) and evolving connectionist system (ECOS); spiking neural networks (SNN) methods; ANN and ECOS computational methods; SNN
methods; evolving SNN (eSNN); brain inspired SNN (BI-SNN) and the design brain inspired – artificial intelligence; SNN, eSNN, BI-SNN parameter optimization with evolutionary computation (EC).

3. Applications: deep learning and deep knowledge from brain data; audio- and visual information processing; bioinformatics data modeling; SNN for neuroinformatics and personalized modeling; predictive modeling in ecology; predictive modeling in transport; predictive in environment.

4. Future directions: brain-computer interfaces with BI-SNN; affective computation; neuromorphic systems; new spike-time information theory for data compression; integrated quantum-neurogenetic-brain-inspired models; towards integrated human intelligence and artificial intelligence.

Now we represent the model of strong hybrid intelligence proposed in [9, 10, 14], which is based on N. Moiseev's idea of complex modeling of the noosphere [10] in order to predict the consequences of any external influences on it, including anthropogenic ones [10].

The proposed strong hybrid intelligence architecture is shown in Fig.3 [14]. The explanation of schema of Fig. 3 is next [14]:

1. The real world is information about the problem area, collected using the sensors available to the system. The real world includes both real world objects and automated transactional information processing systems. For example, in the case of a pandemic, contact tracing systems, medical information systems with patient data, etc.

2. People – a team of specialists involved in solving a problem. The team may include subject matter experts, developers, information system operators, etc.

3. Artificial intelligence is an adaptable and developed system for the automated collection and processing of real-world information with an interface for communication with a group of experts, including in natural language.

4. Modeling system – a set of systems for modeling and forecasting the real world with the capabilities of scenario analysis of the consequences of impact on the real world.

![Fig. 3. Architecture the strong hybrid intelligence of N. Moiseev type](https://doi.org/10.32782/mathematical-modelling/2022-5-2-10)

The goal of the system of strong hybrid intelligence is the most accurate forecasting of the development of the real world with the possibility of scenario analysis of the consequences of external influences on it.

In a sense, the proposed architecture can be considered an extension of the concept of “digital twins”, developed in the world since 2002, to include the human factor. In addition, at present, the main successes in the field of solving complex problems are associated with precisely such systems [9, 10, 14].

The architecture of the proposed system itself assumes its transparency and controllability, since the consequences of the supposed impacts on the real world are checked on the modeling system. However, taking into account the complexity of the real world and the limited possibilities of methods for its modeling, there are no complete guarantees of the safety of such a system. The following principles can be used to improve security.

1. Legasov’s principle: a technostructure uncontrolled by society threatens the global security of humankind.
2. Efremov's principle [10]: anthropogenic changes in the environment, the rate of which exceeds the physical, biological and social mechanisms of adaptation to them, carry the risks of destroying life.

3. Moiseev's principle [10]: the complexity of the models of the world should be comparable to the complexity of the problems they are designed to solve.

As we see, a tendency of differentiation is characterized AI too. Represented concepts are show this picture.

As we see, main synthetic concepts of artificial intelligence (Nillson, Russel and Norwieg, Kasabov and Moiseev) have more inductive and inductive with elements deduction nature and haven’t general value for all computer sciences. It may be used for the concrete problems ov computer sciences and depending from level of development of modern electronics and information technologies. Therefore, we must search method, which may be represented as universal system formalization of knowledge, including computer sciences [1, 3, 10]. This method should be deductive in nature and include not only the rules of logical formalization, like the Leubniz-Russell-Klini-Nillson approach [3, 10], but also based on the nature of mathematics: analysis, synthesis and formalization of any field of knowledge.

As example of pragmatic synthesis may be programming language Python [17, 18].

Python is a multi-paradigm programming language. Object-oriented programming and structured programming are fully supported, and many of their features support functional programming and aspect-oriented programming (including metaprogramming and metaobjects). Many other paradigms are supported via extensions, including design by contract and logic programming.

Python uses dynamic typing and a combination of reference counting and a cycle-detecting garbage collector for memory management. It uses dynamic name resolution (late binding), which binds method and variable names during program execution.

Its design offers some support for functional programming in the Lisp tradition. It has filter, mapandreduce functions; list comprehensions, dictionaries, sets, and generator expressions. The standard library has two modules (itertools and functools) that implement functional tools borrowed from Haskell and Standard ML [17, 18].

Its core philosophy is summarized in the document The Zen of Python (PEP 20), which includes aphorisms such as: Beautiful is better than ugly; Explicit is better than implicit; Simple is better than complex; Complex is better than complicated; Readability counts.

Rather than building all of its functionality into its core, Python was designed to be highly extensible via modules. This compact modularity has made it particularly popular as a means of adding programmable interfaces to existing applications. Van Rossum's vision of a small core language with a large standard library and easily extensible interpreter stemmed from his frustrations with ABC, which espoused the opposite approach [17, 18].

Python strives for a simpler, less-cluttered syntax and grammar while giving developers a choice in their coding methodology. In contrast to Perl's "there is more than one way to do it" motto, Python embraces a "there should be one – and preferably only one—obvious way to do it" philosophy.

Alex Martelli, a Fellow at the Python Software Foundation and Python book author, wrote: "To describe something as 'clever' is not considered a compliment in the Python culture."

Python's developers strive to avoid premature optimization and reject patches to non-critical parts of the CPython reference implementation that would offer marginal increases in speed at the cost of clarity. When speed is important, a Python programmer can move time-critical functions to extension modules written in languages such as C; or use PyPy, a just-in-time compiler. CPython is also available, which translates a Python script into C and makes direct C-level API calls into the Python interpreter [17, 18].

Python's developers aim for it to be fun to use. This is reflected in its name – attribute to the British comedy group Monty Python – and in occasionally playful approaches to tutorials and reference materials, such as examples that refer to spam and eggs (a reference to a Monty Python sketch) instead of the standard foo, and bar.
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A common neologism in the Python community is pythonic, which has a wide range of meanings related to program style. "Pythonic" code may use Python idioms well, be natural or show fluency in the language, or conform to Python's minimalist philosophy and emphasis on readability. Code that is difficult to understand or reads like a rough transcription from another programming language is called unpythonic. Python users and admirers, especially those considered knowledgeable or experienced, are often referred to as Pythonistas. Roughly speaking, this method was developed in more general sense in polymeric analysis.

**Polymetric analysis as operational concept of computing science**

Polymetric analysis (PA) was created as alternative optimal concept to logical, formal and constructive conceptions of modern mathematics and theory of information [13, 14]. This concept is based on the idea of triple minimum: mathematical, methodological and concrete scientific.

However, one of the main tasks of polymetric analysis is the problem of simplicity-complexity that arises when creating or solving a particular problem or science. It must be open system [1, 3].

In methodological sense, PA is the synthesis of Archimedes thesis: "Give me a fulcrum and I will move the world", and S. Beer idea about what complexity is a problem in cybernetics century, in one system. In addition, as cybernetics is a synthetic science, the problem should be transferred and for all of modern science. Basic elements of this theory and their bonds with other science are represented in Fig. 4 [3].

The polymetric analysis may be represented as universal theory of synthesis in Descartian sense. For resolution of this problem, we must select basic notions and concepts, which are corresponded to optimal basic three directions of Fig. 4. The universal simple value is unit symbol, but this symbol must be connected with calculation. Therefore, it must be number. For the compositions of these symbols (numbers) in one system, we must use system control and operations (mathematical operations or transformations). After this procedure, we received the proper measure, which is corresponding system of knowledge and science.

Main elements of PA are functional numbers (generalizing functional quadratic forms); generalizing mathematical transformations (quantitative and qualitative), which are acted on functional numbers. Only 15 minimal types of generalizing mathematical transformations are existed [3]. Qualitative transformations are corresponded to basic (first-order) measurements, quantitative – to derivative (second-order) measurements [3]. Element of functional numbers with acting mathematical transformations was called generalizing mathematical element. Set of generalizing mathematical elements is created informative lattice. Theory of informative calculations was created for this lattice analogously to analytic mechanics [3]. Basic principle of this theory is principle of optimal informative calculations (analogous to action principle in mechanics) [3]. For classification main possible systems of formalization for informative lattice hybrid theory of systems was created. The main principles of this theory are: the principle of reciprocity (the principle of arranging elements into a system), which is based on the idea of completeness; and the principle of simplicity (the principle of optimality or pragmatism), one of the elements of which is the principle of optimal information calculations. Only 10 minimal types of formalization systems may be existed, taking into account the number of mathematical transformations – 150 types [3].

Only first six types of hybrid systems may be considered as mathematical, last four types are not mathematically. Therefore, HTS may be describing all possible system of knowledge. Problem of verbal and nonverbal systems of knowledge is controlled with help of types the mathematical transformations and parameter connectedness [3].

This theory has finite number of types the knowledge formalization systems. In general, this theory is the theory of open systems with a changeable hierarchy.

Therefore, HTS with its operational nature may be used for all knowledge and culture, including cybernetics and artificial intelligence.

We can analyze PA and computer sciences with point of conditions, which are formulated for the general theories (theories of everything) [1, 3]:
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1. It must be open theory or theory with variable hierarchy.
2. This theory must be having minimal number of principles.
3. It must based on nature of mathematics (analysis, synthesis and formalization all possible knowledge).
4. We must create sign structure, which unite verbal and nonverbal knowledge (mathematical and other) in one system.
5. We must have system, which is expert system of existing system of knowledge and may be use for the creation new systems of knowledge.
6. Principle of continuity must be true for all science.

![Diagram](https://via.placeholder.com/150)

**Fig. 4. Schema of polymetric method and its place in modern science [13, 14]**

These conditions must be used for the creation any dynamic science, which can be presented as open system.

These conditions were formulated on the basis of polymetric analysis. But other theories of everything may be creating according to these six conditions.

But main conditions for the computer systems must be: completeness, unambiguity, simplicity and possibilities to create corresponding system and measure and estimate proper set of information in this system [1, 3, 10]. But in real computer system we must include corresponding technologies, which which impose limitations on computing capabilities, especially performance. Further, we must transform all possible information in the form convenient for its processing by a computer processor, and then its adequate presentation for the user. But modern processors worked with various matrixes, therefore informative lattice of generalized constructive elements may be represented as mathematical generalization of computer processor.

The one of central problem of modern computing sciences is problem of information complexity [1, 2]. This problem was formulated in cybernetics by S. Beer (S. Beer centurial problem in cybernetics). This formulation is next [2]: “Apparently, the complexity becomes the problem of the century, just as the ability to process natural materials has been a problem of life and death for our forefathers. Our tool must be computers, and their efficiency should be provided by science,
able to handle large and complex systems of probabilistic nature. This science may be cybernetics – the science of management processes and communication. The basic thesis of cybernetics can be set forth as follows: there are natural laws behavior of the large multibonds systems of any character submits that – biological, technical, special and economic.”

In whole problem of complexity, have two sides. First is pure computational. This problem is represented by two Smale’s problems [3], which are not only problems of modern computing science but it are problems of modern mathematics. The complexity of networks is represented as problem of complexity in modern physics [1]. However, neuronets were introduced in cybernetics: M. Minsky as perceptrons [1] and A. Ivakhnenko [1]. Therefore, this problem is cybernetic too. In this case, we have third Kolmogorov algorithmic concept [1] in theory of information. However, according F. H. George [5] cybernetics is the synthesis of many sciences: physics, mathematics, biology, psychology, linguistics and other. Therefore, we must add three Kolmogorov concepts in information theory by fourth system concept. This concept is second side of problem complexity in modern science. It has more cybernetic and computing science nature as physical [1]. Problem of complexity is the basic of other computing sciences, including artificial intelligence, and as “sons” and “daughters” of cybernetics too [1]. Therefore, system concept of complexity is more necessary for cybernetics and computing science as for physics because its sciences have more synthetic nature as physics [1, 10].

Therefore, methods of PA as universal theory of optimal formalized synthesis may be used for the resolutions the main cybernetic problems. Therefore the main problem of our paper is ascertainment of question about possible application of PA for the resolution the problems of cybernetics, including general problems (S. Beer centurial problem, problem of complexity) and particular (matrix calculations, arrays sorting, pattern recognition).

Structure of PA may be represented as more deep formalization the neuronets too [1, 3].

According to F. George, “The brain is universal computer” [4, 5]. Therefore PA as universal system formalization of knowledge may be used for the resolution the basic problems of natural and artificial intelligence too [1, 3].

Polymetric analysis fully satisfies these conditions, the represented cybernetics and artificial intelligence concepts and systems – partially.

Polymetrical Analysis is more general system as cybernetics, including artificial intelligence. It is operational system, which is included the procedure of measurement with help generalizing mathematical transformations. Generalized constructive element (8) is term of polyfunctional matrix. However, computer processors are using matrix calculation [1]. Therefore PA may be represented as functional expansion of computer processor, which are include the procedures of collection and processing of information using generalized mathematical transformations and criteria of reciprocity and simplicity.

Therefore Legasov and Efremov principles have ecological nature. Legasov principle is characterized the irreversible change in nature, Efremov principle is corresponded to the establishing the boundaries of this irreversibility.

From mathematical point of view, the Legasov principle may be represented as boundary conditions on corresponding qualitative transformations, Efremov principle imposes an additional cyclic condition, which must be imposed on the corresponding mathematical construct. For the Efremov principle, a reversible reproducible feedback is important, which can be set both through inverse mathematical transformations and through their combinations [10, 14].

Other chapters of computer sciences, including cybernetics, artificial intelligence, computer arithmetic may be expand, represent and explain with help Polymetric Analysis.

Therefore, theory of informative calculations and principle of optimal informative calculations allow resolving many computer problems of modern cybernetics in area of the obtained algorithms, matrix algebra and the problem of forming arrays. From a fundamental point of view, the principle
of optimal informational calculations makes it possible to bring physical processes and information theory closer together. This is shown in the theory of information-physical structures [3].

From a systemic point of view, polymetric analysis is a synthetic optimal extension of those concepts and methods that played a decisive role in the formation and development of both modern science and other areas of knowledge and culture. It can be used both to determine the complexity of computations (theory of information calculations) and to determine the complexity of systems and in the choice of both an expert system and a new promising system for the corresponding synthesis (theory of hybrid systems) [3, 10, 14].

The way of the resolution the problem of complexity in computer sciences must be connected with problem of calculations [3, 10, 14].

In whole, the creation of effective computer science must be include general system principles, which are corresponded its universality and particular principles, models and theories, which are corresponded to modern level of information and optoelectronics and may be in nearest future biological technologies. In last case the idea of rapprochement of the living and inanimate worlds, including intelligence, can be more fully realized than at the same stage in the development of science and technology. To solve this problem, we must look for both new ways of both formalizing knowledge and their hardware representation and processing.

Thus in this work we represented the main peculiarities of modern state computer sciences on the examples of cybernetics, artificial intelligence, programming language Python and shown the perspectives of creation universal theory of synthesis, which are based on modern computer sciences.

**Conclusions**

1. The problems of synthesis in computer sciences are analyzed.
2. A classification of synthesis is included for types.
3. Short analysis cybernetics as synthetic science is represented.
4. Main types of artificial intelligence and synthetic aspects of its development are observed.
5. Questions of using Polymetric Analysis methods for the resolution some problems of synthesis in computer sciences are discussed.
6. The six rules of creation universal theories, which are basing on polymetric analysis, are represented.
7. Perspective of development the synthetic system methods in computer sciences is analyzed too.
8. The expediency of using the pragmatic concept of synthesis in computer science is analyzed on the example of the Python programming language.
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