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ANALYSIS OF DYNAMIC CHARACTERISTICS OF AN UNREGULATED OBJECT

The article studies an unregulated object and analyzes the dynamic structure of the object based on a steady-state
signal. The first stage of the analysis is associated with general questions: based on a priori data on the object under
study, one must first select one of the operator types, choosing functional, differential (ordinary, with a lagging argument
with partial derivatives), integral or integro-differential operators. Then we limit the selected operator type. Taking into
account more detailed a priori information, we limit ourselves to considering linear or weakly nonlinear operators with
constant coefficients. Under such conditions, it is necessary to take into account not only the a priori properties of the
analyzed object, but also the preliminary information obtained from the signal. Regularities in the behavior of the signal
make it possible to ignore any class of operators as clearly not corresponding to the observed manifestations of the object.
The development of methods for finding in a certain class an equation that has a given function as its solution relates
to inverse problems of analysis. The direct scheme — to find the movement of an object of known structure under given
conditions — has a narrower technical area of direct applications.

In the work, a general and fairly simple principle for describing a signal was formulated and, to some extent,
substantiated. According to this basic position, the quantitatively significant and regularly manifested properties of a
signal under given observation conditions are linked to each other by a certain dynamic structure of the object. The role of
the object's movements, which are less significant under these conditions, as well as the role of the external environment,
is reflected in this description by the force F (t ) which fluctuates in time and disturbs the dynamic system. T he task of
analyzing the dynamic structure of an object is reduced to assessing the numerical values of the coeﬁ‘iczentsA0 A
A priori ideas about the dynamic structure of the analyzed object allow us to represent these coefficients in the form of
unambiguous expansions, which are described in detail in the article. Based on the numerical processing of the signal
U(1;x), the dynamic characteristics of the unregulated object were analyzed.

Key words: dynamic system, trajectory, fluctuation disturbance, shift, correlation, unregulated object.

0. JUMOBA

XepCOHCHKHH JIepKaBHUI arpapHO-eKOHOMIYHUH YHIBEPCUTET

AHAJII3 JUHAMIYHUX XAPAKTEPUCTHUK HEPEI'YJIBOBAHOT'O OB’€EKTA

Y emammi Oocnidosceno mepecynvosanuii 00’€km, NpoaHAniz08aHO OUHAMIYHY CMpPYKmMypy o06’ckma 3a
CUSHANIOM, WO BCMAHOBUBCA. 3 Nepuium emanom ananizy no6 A3ami 3a2aibHi NUMAHHA: 34 AnPIOPHUMU OAHUMU HPO
odocnidocysanutl 06’ ckm mpeba cnovamky eubpamu 0OUH i3 munie onepamopa, 3yNUHUSUUCH HA QYHKYIOHATLHUX,
ougepenyianbHux (36UHANHUX, 3 APSYMEHMOM 3 NPUSBAMHUMU ROXIOHUMU, WO 3ANIZHIOEMbCS), [HMeZpalbHux abo
inmeepo-oughepenyianvruux onepamopax. Iomim oomedcyemo eubpanuil mun onepamopie. Ypaxogyiouu demanvHiuti
anpiopui  8i0oMocmi, 00MeNHCYEMOCA pPO327A00M JIHIUHUX ab0 CIAOOHENIHIIHUX Oonepamopié 3 NOCMIUHUMU
Koeghiyienmamu. 3a maxkux ymos HeoOXiOHO 8pax08y8amu He MiNbKU ANPIOPHI 81ACMUBOCMI AHANI308AH020 00 €Kma,
a U nonepeoHio HGOPMayiio, 00epHCYB8any i3 CucHaly. 3aKOHOMIPHOCMI 8 NOBCOIHYI CUSHALY 0alomb 3M02Y He
8paxoeysamu AKULCL K1ac onepamopis AK AGHO He 8i0N0GIOHUU eusasam ob’ekma, wo cnocmepizacmocs. Pospobxa
Memooié 8IOWYKAHHA 8 NeGHOMY KIAcCi PIGHAHHA, WO MAE 3A0aHy QYHKYIIO C80IM pO38 A3AHHAM, HANEHCUMb 00
obepuenux 3adau ananizy. [lpama cxema — 3naiimu 3a 3a0aHux yMo8 pyx 00 ’ekma 8i0oMoi CmpyKmypu — Mae 8yiucyy
mexHiuny cghepy be3nocepeonix 000amxkis.

Y pobomi cghopmynvosano ii nesHor mipor 00TpYHMOBAHO 3a2anbHUlL i 00CUMb RPOCTNUL NPUHYUTL ONUCY CUSHATLY.
32i0H0 i3 Yum OCHOGHUM NOJONCEHHAM CNOCMEPENHCeHHS, AKI KiNbKICHO CYMMEGI 1l Wo pe2yisipHO NPOAGIIAIOMbCA 3a
YUX yMo8, 81ACMUBOCIT CUSHATTY 36 A3VIOMbCA MIdC COO0I0 0eaKol0 OUHAMIYHOIO0 cmpyKmypoto o6 ckma. Ponv menu
ICMOMHUX 3a Yux ymos pyxie 06 ’exma, sK i poib 306HIUHBO20 cepedosuya, 8i0obpadicae 8 yvomy onuci cuna F(t ( )
Wo 00ypIoe OUHAMIUHY cucmemy, wo Paykmye 6 Ltacz 3asoannsa ananizy OuHamiuHoi cmpykmypu 06’ckma 3600umvcs
00 OYIiHKU YUCNIO8UX 3HAYEHb Koediyicnmis Ao A ( ) . Anpiopui ysaenenus npo Ounamiuny cmpykmypy ob’exma, wo
aHanizyemsca, 0arme 3mMo2y npeocmasumu yi Koed)mlenmu V 8uenadi 0OHO3HAYHUX DPO3KNAOI8, AKI OOKIAAOHO
onucani ¢ cmammi. 3 o2na0y Ha uucervhy 0o6pooky cuenary U (t;x), npoaHanizo8ano OUHAMIYHI XAPAKMePUCMUKU
Hepe2ynboeanoz2o 06 ’ckma.

Knouosi crosa: ounamiuna cucmema, mpaekmopis, gaykmyayitine 30ypenns, 3cys, Kopenayis, Hepezyibo8anuil
006 ’exm.
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Problem Statement

At the research stage, it is advisable to consider a fairly complex object as unregulated, the
connections of which with the external environment can greatly complicate the analysis. When
studying an unregulated object, it is of great importance that signals recorded in sufficient detail
always not only describe the behavior of the object as a whole, but also bear the “imprints” of
individual movements of a large number of its similar microparts [1; 2]. The simplest mathematical
model of the formation of the signal U (t) in time ¢ that takes this into account can be given the
form of the equation D,[U]=F(r), where F(¢) are small short-correlated Gaussian fluctuations
that disturb the steady-state dynamic change in the signal, which occurs according to the equation
D, [U ] =0 [1; 3]. The class of operators generating dynamic equations that dynamically approximate
the observed manifestations of the analyzed object is determined based on a priori information about
the latter, from analogous considerations that take into account the properties of objects, and also
from the principle of simplicity of description, expressed in accordance with ideas about the essence
of the problem.

Analysis of recent studies and publications

The analysis of dynamic characteristics of established signals is a fundamental task with wide
application. Research in this area has been conducted for many decades, and many scientists have made
significant contributions to it, such as N. Wiener, A. Kolmogorov, K. Shannon, L. Hume, R. Botha and
others. Norbert Wiener's work became the basis for modern methods of analyzing random signals,
which are of great importance for the study of established signals. Mathematician Kolmogorov A. is the
author of the theory of stationary random processes; his works served as the basis for the mathematical
apparatus used to analyze established signals. Claude Shannon's work is fundamental to the analysis of
established signals, especially in the context of data transmission. Leonard Hume's ideas about inductive
inference have found application in the analysis of established signals, where conclusions are drawn from
observations about the properties of the signal-generating system. The work of mathematician Ralph Botha
is devoted to the analysis of dynamic systems, including systems with established signals. Research into
the dynamic characteristics of an unregulated object opens up new possibilities for developing effective
methods for signal processing and solving a wide range of scientific and technical problems.

Purpose of the research
The aim of the study is to analyze the dynamic characteristics of an uncontrolled object near its
o-limit trajectory.

Presentation of the main research material

For different values of the parameters x; € x; (i = 1,2,...,Q), which can be described by the
0

) . . . .. 0
notation x = (x I SN ), the signal U (t;x) is recorded during the observation interval —— <¢ < —
prpere 2 2

[3]. The dependence of the signal U (t; x) on the parameters x is dynamic. The values of x, can be a
set of the first natural numbers — this leads to the simplest version of a multidimensional signal

U (%)~ (U, (£).U,(2)....U, (1))
Let us consider autonomous objects, in whose dynamic equations
D[ U(1;x);x]=0 (1)
time ¢ is not explicitly included.
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Assuming that the observed changes in the signal are well approximated by the dynamic
equation (1), we assume that the intensity of the response of the corresponding dynamic system to the
fluctuation disturbance F (t;x) is sufficiently small. According to this, we will assume that internal
fluctuations do not take the signal out of the region of the asymptotically stable E -limit trajectory of
the dynamic system [3].

If the fluctuations are so small that the representative point of the object during the signal
observation interval (—@ 12,0/ 2) practically does not go beyond the boundaries of the circle, then
the signal equation takes the form

Z?+ZAO(k)(t';x)nk = F(1'x); )

1
+qZA,Ef tix)n =F,(t5x) (m=12,...,q-1). 3)

In this situation, the problem of analyzing the dynamic structure of an object for each value of
x after calculating the position of the ®-limit dynamic trajectory U*( ) in the phase space R (x)

is reduced to estimating the numerical values of the coefficients A0 (k m=12,...,q— 1) .

Let us discuss the calculation scheme that allows us to estlmate the values of the coefficients
Aék) in.equation (2). Let us rewrite this equation for an arbitrary realization of U, (t;x) in a more
convenient form:

1
dt' (f'+1x +ZZ=:‘AO ('+ux)n, (F+ux)=F, (I +1X)

(y=12,..I). 4)

Multiplying (4) by n, (¢;x),(/=1,2,...,¢ 1) and introducing the notations

a’
xrm any dt (t' +71; x) (5)

n(r’,;‘,")( Zn,y (15x)n, (15x), @ FOI Zn,y (15x)Fy, (1)
y =1

we get formulas

-1

1)+ Y AY (¢ + ux)nlY () = ol (7) (1=1,2,...,¢ 1), (6)

1

<

B
Il

connecting sample correlation functions. The stochastic relationship disappears at shifts exceeding
T,, between time-shifted values of the fluctuation disturbance F that refer to the same x [4]. The
stochastic relationship between the signal U , as well as its projections A and #, (l =12,....q—- 1) , on
the one hand, and the force /' or its projections £, (m =0,1,...,9— 1) , on the other, disappears when
the response precedes the force by a time greater than t,, since the response of the dynamic system
to the disturbing force is determined only by the preceding values of the force.
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Since

[0 @] =< () R (43T ™

the coefficients Aék)(t’;x) can be estimated in zero approximation by the values Aé‘ (t'; ‘E;X),
based on the approximate formulas

-1

2 () + YA (#5x 1)l Y (1) =0, (8)

1

<

=~
1l

where T is taken as the shift, which lies within the interval 1, <t<®,(x).
To simplify the situation, let us assume that our a priori ideas about the dynamic structure of the
analyzed object allow us to represent the sought coefficients in the form of unambiguous expansions

R
=S (150 g
r=1

in terms of previously known functions. We note that assumption (9) is, in principle, verifiable
already because the estimate of the quantities AO ( ), obtained in the zero approximation, based
on formulas (8), does not require a priori mformatlon of this kind. Substituting equality (9) into

. .. 0 . )
equations (6) and setting in the latter t=1 2T, = DT ( p=12,...,P;P~—L | we obtain to estimate
To
the coefficients Aék’ ") system of equations:

q-1 R

war (7,)+ 22 A v, (F+mmi (v, ) = 0l (1, ). (10)
k=1 r=l1
where should 1 take it 7' =¢,t + Pt ,t, +2P1,,....t, + 5Pty ; t,+sPt,=t,; p=12,...,P;
kl=12,....,g—1; r=12,...,R.
The functions v, (to; x) are assumed to be known, the values X(rtof) (tp) and n(r’,flx) (’C p) are
determined according to (2) from the signal recording. Now, in the right-hand sides of these equations
there are stochastically independent quantities for different p . Indeed, for sufficiently large values of

I', the fluctuations (p(t’;Z‘T)) can be considered distributed according to the normal law, and, as is easy
ro/
to verify by direct substitution, their correlation for different p ( p=12,.. .,P) missing:
ol (V) oler (v) =
Therefore, starting from system (10), we can estimate the coefficients AO usmg the generall%r

accepted method of finding the mlmmum of the mean square error [5]. It is the coefficients A0
that are estimated by the values Aok "* that realize the minimum of the functional

"

(11)

(D(Ao(k r;X);k :1’2""aq_l;r:1,2,...,R)E

https://doi.org/10.32782/mathematical-modelling/2024-7-2-3
41



IIPUKIIAJTHI ITHNTAHHA MATEMATHYHOI O MOJAE/IFOBAHHA T. 7, Ne 2, 2024

() SO A (i (5|

= (12)
oo gmpz(flok "x);k=1,2,...,q—l;r=1,2,...,R)
Included in (12) the expressions
w1 N (e (|
Sorpl EFZ|:XOIV ( )+ Ao ) vOr(t’—’_Tp;X)nkl«; (Tp):| . (13)
y=1 k=1 r=1
where
(%) _ A de ' . (1:x) _ . ' .
(@)=, (155 (= x), i ()=, (155 (1= %)
k r; x)

estimate the variances of the “fluctuation errors” (p("’ ())( ) Finding the values of AO

directly by equating to zero the partial derivatives with respect to AO( +"%) of the function q)g" taking
into account (13) is a rather cumbersome task.

Its solution can also be found by successive linear approximations, which can be formed as
follows: let the values Aok "% realize the minimum of the p-th (u 1,2,...) functional CD(H).

q-1

R 2
ZAO Vor (t’+Tp;X)n$fIEIX)(Tp)} , (14)

k=1 r=1

1
(D(OX)EZ X { roz( )+
" t,pl g(()u)—l(t 9pal)
where the values of the error variances géﬁl are estimated based on the solution of the previous
approximation:

g-1 (kix

2
i{ony ( p)+ i Aop vo,.(t'+rp;x)n§f,;")(rp)}. (15)

y=1 k=1 r=1

g (¢, p,0)=

|-

For p=1 the values obtained from (8), (9) should be substituted into expressions (14), (15);
finally, one can simply set g\ (¢,p.0)=1.

The evaluation of the components A of the coefficient matrix of system (3) is carried out
similarly. In this case, instead of the random vector 29 (t)(I1=1,2,...,¢—1), a random matrix

X(rm/)( ) is introduced, where

erz =—Z“n]y t x ’"y t+r x) (l,m:l,Z,...,q—l), (16)

and instead of the vector of fluctuation errors (¢ () (1=1,2,...,¢—1) the matrix o} (<) is
introduced, in which

oY) Zn,y (15x)F, (7' +1x). (17)
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Conclusions
Thus, based on a sufficiently long and detailed recording of the signal U (#;x) using cumbersome
numerical processing, it is possible to estimate the dynamic characteristics of a weakly fluctuating unregulated
object (of a fairly general type) near its ®-limit trajectory that does not degenerate into a rest point.
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