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PO3POBKA TA OINIHKA E®@EKTUBHOCTI MOJAEJII PO3III3HABAHHSA
PYKOIIUCHOI'O TEKCTY HA OCHOBI 3rOPTKOBUX HEMPOHHUX MEPEXK

Cmamms npucesiuena pospooyi ma oyinyi eghpekmuerHocmi Mooeni po3ni3HABANHS PYKONUCHO20 EKCMY Hd OCHO-
8 320PMKOBUX HEUPOHHUX MepextC 3 BUKOPUCAHHAM Habopy Oanux IAM Sentences. B pobomi 0emanbHO po32isaHymo
npoyec CmeopenHs Mooeli, AKA NOEOHYE CYUACHI Memoou 21ubOK020 HABYAHHA O/ BUPIUEHHA CKAAOHOI 3a0aui nepe-
meopenis pykonucHoi ingpopmayii 8 yugposuii popmam. Ilposedeno KOMNAeKCHUL aHANI3 HAYKOBUX OOCTIONHCEHD Y 2ay3i
PO3NIZHABAHHS MEKCMY, WO NIOMEEpPOICYE AKMYalbHICMb 3ACMOCYEAHHS HEUPOHHUX Mepedic.

Memooonozisi 00cnioiceHHs 6KOYAE 0emavbHy nonepeorio 0o6pooky nabopy danux IAM Sentences, wo micmumo
300padicensi pPyKONUCHUX peyuerb 3 8i0N0GIOHUMU meKkemogumu mimkamu. Onucano npoyec nio2omoeku OaHuUX, 6KI0UA-
104U YUMAHHA MeMAaOanux, Qirbmpayilo NOMUIKOGUX 3aNUCIE, HOPMALI3ayilo 300padicerb Ma CMEOPEHHS CLOBHUKA VHI-
KanoHux cumeonie. Ocobnusy ysacy npuoiieHo Memoodm 0ONOSHEeHHA OGHUX 3 BUKOPUCINAHHAM UNAOKOBUX 3MiH ACKDA-
socmi, macumaobyeanmsi 01 NIOSUUEHHSL CMIUKOCME MOO@IL.

Apximexmypa po3pobnenoi mooeni bazyemucs na NOCOHAHHI 320pMKOGUX wapis o 6UOieHHs NPOCMOPOBUX O3HAK
306padiceny ma LSTM-wapie 0na 3axonnienns nocriooeHux 3anexcnocmeii mixe cumeonamu. Buxopucmanns gynxyii
empam Connectionist Temporal Classification (CTC) 0036015¢ mooeni npocnozysamu nociio08HOCMI CUMBOIE Oe3 A6HO-
20 BUPIBHIOBANHA MIJIC BXOOOM MA GUXOOOM, WO € KPUMUYHO BANCTUBUM OISl 0OOPOOKU PYKONUCHO2O0 MEKCHY 3MIHHOL
00824CUHU.

Pesynomamu excnepumenmis 0eMOHCMPYIOMb UCOKY eghekmugnicms pospobiaenoi cucmemu 3 docsacnenuam CER
na pisni 11.04 % nicra nasuanns npomseom 67 enox. Lleti nokazHux ceiouumov npo 6UCOKY MOUHICMb PO3NIZHABAHHS
CUMBONIB, WO € KOHKYPEHMOCHPOMONCHUM Pe3YIbIMAMmoM O0Jis 3a0ay po3Ni3HABAHH PYKONUCHO20 meKemy. Ananiz kpugux
HasuanHs uepes TensorBoard nokazae cmabinore noKpaweHHs Mempux 3 He3HAYHUMU YKy ayisimu, uo niomeepoicye
KOpeKmHuicmv 00paHoi apximexmypu ma napamempis Ha84UaHHs.

Knrwouosi cnosa: posniznasanisi pyKOnUCHO20 mMeKCmy, 320pmkogi netiponni mepeoici, LSTM, enuboke nasuanms,
00pobka 300pasicenn, nabip oanux IAM Sentences, TensorFlow.
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DEVELOPMENT AND EVALUATION OF THE EFFECTIVENESS OF A HANDWRITTEN TEXT
RECOGNITION MODEL BASED ON CONVOLUTIONAL NEURAL NETWORKS

The article is devoted to developing and evaluating the effectiveness of a handwritten text recognition model based on
convolutional neural networks using the IAM Sentences dataset. The paper details the process of creating a model that
combines modern deep learning methods to solve the complex task of converting handwritten information into digital
format. A comprehensive analysis of scientific research in text recognition confirms the relevance of neural networks.

The research methodology includes detailed pre-processing of the IAM Sentences dataset, which contains images
of handwritten sentences with corresponding text labels. The data preparation includes metadata reading, filtering
of false entries, image normalisation, and creating a dictionary of unique characters. Particular attention is paid to data
augmentation methods using random brightness changes and scaling to improve model robustness.

The architecture of the developed model is based on a combination of convolutional layers to extract spatial features
from images and LSTM layers to capture sequential dependencies between characters. The Connectionist Temporal
Classification (CTC) loss function allows the model to predict symbol sequences without explicit alignment between input
and output, critical for processing variable-length handwritten text.

The experiments’ results demonstrate the developed system's high efficiency, achieving a CER of 11.04 % after
training for 67 epochs. This indicator shows high character recognition accuracy, a competitive result for handwritten
text recognition tasks. Analysis of the training curves via TensorBoard showed a steady improvement in metrics with
minor fluctuations, confirming the correctness of the chosen architecture and training parameters.

Key words: handwritten text recognition, convolutional neural networks, LSTM, deep learning, image processing,
IAM Sentences dataset, TensorFlow.

IocranoBka npodjeMu

B cywacHomy mmdpoBoMy CBITI 3pocTae moTpeba B aBTOMATH3alii MPOIECiB 0OPOOKH PYKOMHCHOI iH(OpMAIrii.
HesBaxkaroun Ha IIUPOKE MOMIMPEHHS HU(YPOBHX TEXHOJOTIH, PYKOIMCHUHA TEKCT 3aJIMIIAETHCS BAKIUBHM JDKEPEIOM
iH(popMaIlii B OCBiTi, MEIUINHI, FOPUCTIPYICHIIIT Ta 0araThOX 1HIMNX ramy3sax. OJHaK Mporec MepeTBOPSHHS PYKOITUCHOTO
TEKCTY B LU(POBHIA (opMar 10Ci 3aIMIIAETHCS TPYIOMICTKIM 1 9aco3aTpaTHUM 3aBIaHHSM.

Tpanutiitai MeToau onTHYHOTO po3mizHaBaHHS cuMBONIB (OCR) H1eMOHCTPYIOTh BUCOKY e€()EKTHBHICT MPH POOOTI
3 IPYKOBaHHM TEKCTOM, IPOTE iX 3aCTOCYBaHH: JUIsl PO3Ii3HABAHHS PYKOIIMCHOTO TEKCTY OOMEXKeHe depe3 3HauHy Bapi-
ATUBHICTH MMOYEPKIB, PI3HOMAHITHICTh CTHIIIB HAIMCAHHS, HEYITKICTh CHMBOIIIB Ta MOKITUBI CIIOTBOPEHHS 300pakeHb. 111
(bakTopu MPU3BOIATE 10 HU3BKOT TOYHOCTI PO3ITi3HABAaHHS Ta BUCOKOTO BiZICOTKA TTOMHIIOK.

IcHytOUi cucTeMu po3Mi3HABaHHS PYKOMHMCHOTO TEKCTY YacTo MOTPeOYIOTh 3HAYHHX OOUYHCIIOBAJIBHUX PECypCiB,
CKJIATHOTO HAJAINTYBAaHHS Ta HE 3aBXIH 3a0e3Iedyl0Th NPHUUHATHY TOYHICTh JUISl MPAKTHYHOIO BHUKOPHCTaHHS. Kpim
TOTO, OUTBITICTE KOMEPIIIHHNUX PIIIEHb € JOPOTUMH Ta HE aJalTOBAHIUMH IS CTICIIU(BITHIX MOTPEeO KOPUCTYBAUiB.

CydacHi JOCATHEHHsS B raimy3i DIMOOKOTO HaBYaHHS, 30KpeMa 3aCTOCYBaHHS 3rOPTKOBHX HEHPOHHHX MEpPEeK Ta
apxitektyp LSTM, BiIKpHBarOTh HOBI MOXKIIMBOCTI [T BUPIIICHHS 3a/1a4 PO3Ii3HABAHHS PYKOITMCHOTO TeKcTy. OmHaK
MUTaHHS ONTUMAJIBHOTO IMOEHAHHS INX TEXHOJIOTIi, BHOOPY BIANOBIIHOTO HAOOPY AAHUX JUIS HABYAHHS Ta JOCATHEHHS
BHCOKOT TOYHOCTI pO3Ii3HaBaHHS MPH 30epeKeHH] €(PEeKTUBHOCTI OOUNCIICHB 3AJIUIIAE€THCS AKTYaIbHUM.

TakuM 9rHOM, icHY€ moTpeda B po3po0Ii epeKTUBHOI CHCTEMH PO3ITi3HABAHHS PYKOIHCHOTO TEKCTY, IKa O MOEIHY-
Baja Cy4acHi METOIH IMTOOKOTO HaBYaHHA 3 MTPAKTHIHUMHI BUMOTAMH IO TOYHOCTI Ta MIBUAKOCTI 00poOKH iH(opMmarii.
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AHaJi3 ocTaHHIX A0C/iTxKeHb i myOsikanii

AmHaii3 JiTepaTypH JeMOHCTPYE aKTHBHUH PO3BUTOK TEXHOJIOT1H PO3ITi3HABAHHS PYKOIIMCHOTO TEKCTY 3 BUKOPHCTAH-
HSIM METOJIiB INTHOOKOTO HaBUaHH. J{OCITIKEHHS B Mill Taly3i 30CePeKYIOTHCS Ha YIOCKOHAICHHI apXiTEKTyp HEHPOH-
HUX MEpEeX Ta ITiIBUIICHHI TOUHOCT] PO3Mi3HABAHHSI.

Nebauer [8] nociikyBaB 3acTOCYBaHHSI 3TOPTKOBHX HEHPOHHHX MEPEX JUIS Bi3yaJIbHOTO pO3ITi3HaBaHHsS. ABTOP
npoanaiizyBaB edektuBHicTh CNN y 3a7aqax KOMI'IOTEPHOTO 30pY Ta BCTAHOBHB, IO 3TOPTKOBI IIapy 3/1aTHI edek-
THUBHO BHJIUISATH JIOKAJIbHI O3HAKN 300pakeHb, 110 € KPUTHIHO BXKIIUBUM JUISI PO3MI3HABAHHS CUMBOJIB. JloCiiHkeHHS
rokasaio, mo apxirektypa CNN 3a0e3nedye iHBapiaHTHICTb 710 3CyBIiB Ta JeopMariii, o 0COOIMBO aKTyalbHO JUIs
00pOOKH PYKOTIMCHOTO TEKCTY 3 HOTO MPUPOTHOIO BapiaTHBHICTIO.

Yamashita Ta iH. [9] npeacraBuiIM KOMIUIEKCHUN OIS 3TOPTKOBUX HEHMPOHHHUX MEPEX Ta iX 3aCTOCYBAaHHS B Pai-
0JIOTii, 110 pO3MIMPIOE po3yMiHHS MOkinBocTed CNN y MEIMYHUX 3aCTOCYBaHHSIX. ABTOPH JIETAIBHO TIPOAHAaIIi3yBalll
apxitextypHi ocobnuBocTi CNN Ta mpogeMoHCTpyBaiH iX eeKTHBHICTD Yy 00poOIi MenuuHuX 300paxeHs. OcodarBo
Ba)XJIMBUM € BUCHOBOK TIPO 3/1aTHICTh TNIMOOKHUX 3TOPTKOBHX MEPEK aBTOMAaTHYHO BUYUyBaTH i€papXidHi MPeCTaBICHHS
JAHUX, IO TO3BOJISIE BIIUISTHU SIK HI3BKOPIBHEBI, TAK 1 BHCOKOPIBHEBI 03HAKHU 300pakeHb. Lle mociimKeHHS i IKpECIToe
yniBepcanbHicTs CNN U1 pi3HUX JIOMEHIB Bi3yalbHOTO PO3IMTi3HABAHHS.

Mienye, Swart Ta Obaido [10] onmy0mikyBanu akTyaJdbHUI OIS PEKYPEHTHHX HEHMPOHHHX MEpEK, iX apXiTeKTyp,
BapiaHTIB Ta 3aCTOCYBaHb. ABTOPH CHCTEMAaTHYHO IpoaHaii3yBayiu po3BuTok RNN-TexHoiorii, Bkmodatoun LSTM Tta
GRU apxiTektypH, Ta ix epeKTHBHICTh Y 00pOOII MOCTIIOBHUX AaHUX. JlOCHTiKEeHHS MiAKpectoe BaxauBicte LSTM-
1apiB JUTS 3aXOTIJICHHS JIOBIOCTPOKOBHX 3aJISKHOCTEH y TTOCIITOBHOCTSIX, IO € KPUTHIHO BXKIIUBHUM JJISI PO3ITI3HABAHHS
TEKCTY, ¢ KOHTEKCT Mi’K CHMBOJIaMH BIUTMBA€ Ha TOYHICTh PO3ITI3HABaHHS. ABTOPH TAKOXK PO3IIISTHYIIH CydacHi TeHICHIIT
B KoMOinyBanHI RNN 3 iHImMME apXiTeKTypam# /TSl HOKPAIEHHs! TPOAYKTHBHOCTI.

AHmnaii3 Jitepartypy NMOKa3ye, 10 TOEJHAHHS 3TOPTKOBUX Ta PEKYPEHTHHUX apXiTEKTYp € NEpPCIIEKTHBHUM HAIPSIMKOM
JUISL PO3ITI3HABAHHS PYKOITMCHOTO TEKCTY. 3TOPTKOBI MIapH 3a0e3MedyroTh e()eKTUBHE BUILICHHS TPOCTOPOBUX O3HAK,
toxi sik LSTM-KOMIOHEHTH TO3BOJISIFOTH MOJICITFOBATH TIOCTIIOBHI 3aJI€)KHOCTI MK cuMBOJIaMu. OnlHAK icHYe moTpeda
B IOAAJIBIIOMY JOCII/DKEHHI ONTUMAJIbHUX KOHQIrypamiii Takux riOpuaHuX apXiTEKTyp Ta METOMIB IX HaBYAHHS JUIs
JOCSITHEHHSI MAaKCUMAJIbHOT TOYHOCTI PO3ITi3HABAHHSI.

DopMyJIIOBAHHS METH 10C/IiIKeHHS

Meroto cTarTi € po3poOKa Ta oniHKa e()eKTUBHOCTI CHCTEMH PO3ITi3HABaHHS PYKOITMCHOTO TEKCTY HA OCHOBI 3TOPTKO-

BHX HEHPOHHUX MEpEX 3 BUKOPUCTaHHIM Habopy paHux IAM Sentences.
BukiiajeHHs1 0CHOBHOIO MaTepiay A0CHiIKeHHS

st po3poOKu crcTeMn po3Mi3HABaHHS PYKOIHMCHOTO TeKCTy Oyno BUKopucTaHo Hadip manmx IAM Sentences [1],
SIKMI MICTUTB 300pa’KeHHS TEKCTY PEUCHb, HAITMCAHUX BiJl PyKH, 3 BIIIOBIIHUMHU TeKCTOBUMH MiTKaMu. Lleit HaOip nannx
€ JIOBOJTI TIOMYJISIPHUM Y Taury3i 1 IepeBipeHUI 4acoM, 9aCcTO BUKOPUCTOBYETHCS JUTS OLIHKH €()eKTUBHOCTI MOJIENel po3-
Ti3HaBAHHS TEKCTY.

[lepen mouaTkoM HaBYaHHS MOJEINi HEOOXIMHO MPOBECTH aHANI3 Ta IMOMEpeqHI0 00poOKy maHmx. KoxkeH 3pa3zox
y IIbOMY Ha0Opi JaHUX CKIIQAAETHCS 13 300pa’keHHS] PyKOIIMCHOTO TEKCTYy Ta BIIMOBIAHOTO 300pa)KEHHIO PsIKA TEKCTY.
daiin sentences.txt MiCTUTh METaJIaHi Ul KOXKHOTO 3pa3Ka 300paXCHHS B HA0OPI TaHWX, BKIIIOUAIOYH NUIX 10 (ailiny
300pa)XeHHs Ta BiIIOBIIHY TEKCTOBY MITKy (puc. 1).

CrBopumo 3MiHHI dataset, KOKEH €JIEMEHT SIKOTO MICTHTHUME HIISIX /10 (hailmy 300pakeHHsI Ta TEKCTOBY MITKY, IO
JI03BOJISIE JIETKO 3BEPTATHCS JI0 ITAaHWX ITiJ] 4ac HaBYaHHs MOJIeNi, vocab — Haip, 110 MiCTUTHME YHIKaJIbHI CHMBOJIM MITOK
Ta max_length — HalOLIBITY TOBKUHY MITOK:

dataset, vocab, max_length = [], set(), ©
Po3srstnemMo koxkeH psijiok aity sentences.txt. SIKIIO psiIOK MOYNHAETHCS 3 «#) — MPOITYCKAEMO HOTO:

words = open(sentences_txt _path, “r”).readlines()
for line in tqgdm(words):
if line.startswith(“#”):
continue

[Ticist BOTO OTPUMYEMO €IIEMEHTH PsiJIKa PO3/LICH] MPOOLITaMK Ta PO3IIISLIAEMO JIali, SKIIO TPETIH eIEMEHT He «err»
(B HaOopi romiveHi JaHi):

line_split = line.split(*“ *)
if line_split[2] == “err”:
continue

OTtpumyemo Ha3By (aiiiiB, B3SBIIN MEPITHNA SIEMEHT PSIKA:

file_name = line_split[@] + “.png”
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3aMiHUMO BCi CHMBOJIU «|» Ha TPOO1IH, 7151 OTPUMAHHS TEKCTY PSKIB:
label = line split[-1].rstrip(“\n”’).replace(“|”, “ )
CTBOpI0EMO 3MIHHY IUIAXY 10 (haiiry. SKo muisaxy A0 ¢aiiay He iCHy€e — IPOITyCKaeMO eH psIoK:

rel _path = os.path.join(sentences_folder_path, file name)
if not os.path.exists(rel_path):

print(f“®aitn He 3HaipeHo: {rel_path}”)

continue

SIKIIo Takui NUIX € — Jo/1aeMo HUBIX 1o dataset Ta MiTKy 10 CITMCKY HaOOpiB ITaHNX, OHOBITFOEMO 3MiHHY vocab CHMBO-
JIaMH 3 MITKH Ta IPUCBOIOEMO max_length MakcMMalibHE 3HAaYSHHS MiXK ITOTOYHNM 3HAYSHHSIM 3MIHHOI Ta JOBKWHOIO MITKH:

dataset.append([rel_path, label])
vocab.update(list(label))
max_length = max(max_length, len(label))

Jnst HaB4aHHsI MOJIelTi HeOOXiJTHO MaTH Hadip yciX YHIKAILHUX CUMBOIIB, sIKi 3yCTPIYAIOTHCS Y TEKCTOBHX MITKaX, 110
JI03BOJISIE MOJIETI TIpaIloBaTh 3 0OMEXeHHM HaOOpOM CHMBOJIIB 1 CIPOIILYE MPOIiec HaBUYaHHs. MakcHMaibHa JOBKHHA
MITKH BUKOPUCTOBYETHCS JUIsl (PiIKCYBaHHS PO3MIPY BHXITHOTO MAaCHBY, 1110 TEHEPYETHCSI MOJICIIIIO 1 TTOTpiOHA JJIsl KOpEK-
THOT poboTn anropurmy Connectionist Temporal Classification.

[Ticnst monepeaHboi 00pOOKM JaHMX HACTYITHUM KPOKOM € CTBOPEHHS Ta HaBUaHHS MOJIEIi PO3IMi3HABaHHS PyKOITUC-
Horo Tekcty. Criepiry 3ar0BHUMO KoHQirypartiitauii ¢aiin configs.py Ta ctBopumo 00’ ekt ModelConfigs Ha iforo ocHOBI
Jutst 30epiranHs KoH(DIryparii Mojeli, 3a/1aMo CIIOBHHK vocab 1 MakCUMailbHy JI0BXHHY max length Tekcry sik arpubyTn
1poro 00’ ekra. Llel koHdirypariinuii ¢aiin 3Hag00UTHCs IPH 3aITyCKy BUBEICHHS Ha HABYEHIH MOJIeti:

configs = ModelConfigs()

configs.vocab = “”.join(sorted(vocab))
configs.max_text_length = max_length
configs.save()

[Morim po3ninumo HaOlp nauux y criBBigHomenHi 90 % s HaBdanus i 10 % 1uist mepeBipky.

data_df = pd.DataFrame(dataset, columns=[“image_path”, “label”])

train_df, val df = train_test split(data_df, test size=0.2, random_state=42)
train_df.to_csv(os.path.join(configs.model_path, “train.csv”), index=False)
val df.to_csv(os.path.join(configs.model path, “val.csv”), index=False)
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Kpim 1mporo, cTBOpUMO 00’ €KTH, 3aCTOCYEMO BHUIAIKOBI SICKPaBiCTh, PO3ALUTbHY 3/1aTHICT Ta Pi3KiCTH IS TIOMIOBHE-
HHS IaHHUX

train_data_gen = ImageDataGenerator(
brightness_range=[0.8, 1.2],
zoom_range=0.2,
preprocessing_function=lambda x: cv2.GaussianBlur(x, (5, 5), 9)

3aBaHTaXXMMO Ta MiATOTYEMO JUIsl BAKOPHCTAHHS Y TPEHYBAaHHI 300pa)KeHHSI:
train_images, train_labels = [], []

for index, row in train_df.iterrows():
image_path, label = row[“image_path”], row[“label”]
try:
image = cv2.imread(image_path, cv2.IMREAD_GRAYSCALE)
if image is None:
print(f“Could not read image: {image_path}”)
continue
image = cv2.resize(image, (configs.width, configs.height))
image = image / 255.0 # Hopmanisauin
train_images.append(np.expand_dims(image, axis=-1))
train_labels.append(text_to_sequence(label))
except Exception as e:
print(f“Error processing image {image _path}: {e}”)
train_images = np.array(train_images)
train_labels = np.array(train_labels)

[TepeTBOPUMO TEKCTOBI MITKH Y YHUCIOBHH (hopMar 3 aIuHIOM U BUKOPUCTAHHS (DYHKIII{ BTpaT JaIi.

train_labels = [text_to_sequence(label) for label in train_df[“label”]]

val labels = [text_to_sequence(label) for label in val_df[“label”]]

# 3acTocyBaHHA MaauHry

train_labels = pad_sequences(train_labels, maxlen=configs.max_text_length, padding=“post”,
value=-1)

val labels = pad_sequences(val _labels, maxlen=configs.max_text_length, padding=“post”,
value=-1)

# MNiproToBka HabopiB AaHUX

train_dataset = tf.data.Dataset.from_tensor_slices((train_images, train_labels))
train_dataset = train_dataset.batch(configs.batch_size).prefetch(tf.data.AUTOTUNE)

val dataset = tf.data.Dataset.from_tensor_slices((val_images, val_labels))

val dataset = val _dataset.batch(configs.batch_size).prefetch(tf.data.AUTOTUNE)

Moyiens po3mni3HaBaHHS PYKOIIMCHOTO TEKCTY 0a3yeThesl Ha 3TOPTKOBIN HEHpOHHIN Mepexi. Mozaenb oTpumye 300pa-
JKEHHsI Ha BXO/I1 1 CTBOPIOE MOCIIIJJOBHICTh MITOK (CHMBOJIPHHMX ITO3HAYOK) JUISI KOYKHOTO 300pa)KEeHHS Ha BUXOI.

[apu 3ropTKH BUKOPUCTOBYIOTHCS [UIsl BUUICHHS O3HAK 13 300paskeHb. LSTM-mapu (long short-term memory) [2]
(IKCYIOTh 3B’13KHM MK CHUMBOJIAaMHU B MITKaX, IO JJO3BOJISIE Kpallle PO3YMITH KOHTEKCT Ta MOPSIOK CUMBOJIB. BuxinHi
nani 3 mapis LSTM npoxoasiTe 4epe3 NIUTbHUIA map 3 akTuBamiero softmax [3], skuii cTBOPIOE po3moaia HMOBIpHOCTEH
JUISL CHMBOJIIB y CJIOBHUKY JJISl KOXKHOTO YacOBOTO KPOKY, 11O J03BOJISE TEepPeA0adnTH MPABUIIBHY MITKY UISi KOXXHOTO
CHMBOJIy Ha BX1JIHOMY 300pa>KeHHI.

[Ipouec HaBuaHHs Moxesni Oasyerbcst Ha BUKOopucTaHHI ¢QyHKHi{ Brpar CTC, sika 03BoJsie MOJEN MPOTHO3YBaTH
MTOCITIZIOBHOCTI CHMBOJIIB 0€3 SIBHOTO BHPIBHIOBAHHS MK BXOJOM i BHXOMOM. Lle# minxin € KIro4oBHM Ui 0OpOOKH
JAHUX, ]I JTOBKHMHA BXiTHHUX 1 BUX1JIHUX MOCIITOBHOCTEH MOXKE Bi{Pi3HITHUCS.

OnTuMi3allis mapaMeTpiB 3MIHCHIOETHCS 3a JOTIOMOT0r0 anroputMy Adam [4], IKuif aBTOMAaTHYHO HATAIITOBYE IIBA/I-
KiCTh HaBYAaHHS, BUKOPHCTOBYIOUH TPAIEHTH IEPLIOTO Ta Apyroro nopsakis. Lle 3a0e3neuye eGekTuBHY 301KHICTH Ta
MTOKpAaIIye CTabUIbHICTh HABYaHHSI.

Ominka e(eKTHBHOCTI MOJIENi BUKOHY€ETHCs 3a normomoror Metpuk CWER ta WER [5]. CWER BusHavae BincoTok
TIOMHJIOK Ha piBHI cuMBoIIiB, @ WER oI11iHIO€ TOUHICTB pO3Mi3HABAaHHS HA PiBHI CIIiB Y peueHHsIX. KomOiHawist IuX MEeTpuK
JI03BOJISIE TOYHO BUMIPSITH NPOAYKTUBHICTH MOJIENI SIK HA CUMBOJIIYHOMY, TaK 1 Ha CIIOBECHOMY PiBHSIX.
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BusHaunMo 3BOPOTHI BUKIIHKH, 5K OyAyTh BHKOPHUCTOBYBATHUCS ITiJ] 9aC HAaBYAHHS:

callbacks = [
EarlyStopping(patience=10, restore_best_weights=True),
ModelCheckpoint(os.path.join(configs.model path, “best_model.h5”), save_best_only=True),
ReduceLROnPlateau(patience=5, factor=0.5, verbose=1),
TensorBoard(log_dir=os.path.join(configs.model path, “logs”)),
MetricsLogger(val_data=val_dataset, char_list=configs.vocab)

EarlyStopping [6] — 3ynuHsi€e HaBYaHHSI, SIKIIO MPOAYKTHBHICTH HA BaJliamii He MOKpamryeTses nmpotsirom 10 emox
(patience=10). [Tapamertp restore_best weights=True BiTHOBIIOE Baru 3 HAMKPAMIOl CTIOXH;

ModelCheckpoint [6] — 30epirae Baru Mozeni y ¢aiia HalpUKiHII KO>KHOT €IOXH B pa3i MOKpaIeHHs IPOAYKTHBHOCTI
Ha TeCTOBOMY Habopi;

ReduceLROnPlateau [6] — 3MeHIIye MBUIKICT, HABYAHHS ONTHMi3aToOpa BABIYI, SIKIIO MPOAYKTHBHICTH MOJENTI Ha
BaJimamiitHoMmy HaOOpi He MMOKPANTYETHCS MPOTIATOM 3aJaHUX 5 ermox. [[oBiTOMICHHS PO 3MiHY IIBHIKOCTI BUBOJUTHCS
B KOHCOJIb;

TensorBoard [7] — 3amucye MeTpUKH HaBYaHHS Ta BajJimalii B Jor-¢aiiim, sKi IOTIM MOKHA MEPETITHYTH 3 JIOTI0-
Mororo BeO-iHcTpyMeHTa TensorBoard ms Bisyaumizaii Ta aHami3y;

MetricsLogger — Bumipioe Ta BuBognth CWER Ta WER iz uac TpeHyBaHHS MOJENI [UIsl OIL[IHKH i1 TPOYyKTUBHOCTI,
JIonoMarae KOHTPOJIFOBATH SIKICTh MOJIEIII TTiJT Yac TPEHYBaJIbHOTO TIPOIIECY.

[Ticnst HaBUaHHS MOJEIb 30epiraeThCst IS MOJABIIOTO BUKOPUCTAHHS.

TpenyBanHs Mozei:

model.fit(
train_dataset,
validation_data=val_dataset,
epochs=configs.train_epochs,
callbacks=callbacks

[pornec TpeHyBaHHS MOXHA TOOAYUTH Y TSPMIHAJII ITi]] Yac 3aIycKy mporpamu (puc. 2).

Puc. 2. IIpouec TpenyBaHHs1 MojeJi

[IpoanamizyeMo sk HaBUMIIACS MOJIEIh, BikpuBIH TensorBoard i mepernsnysmm Ha MeTpuku oninku Character Error
Rate (puc. 3) i Word Error Rate (puc. 4). 3 rpadikiB 6auiMo MOCTYTIOBE MOKpPAIICHHS MepeadadeHb MOIETI, SIKE B pE3yIIb-
TaTi HaBYaHHS BIIPOIOBXK 67 ermox rocsria moMmwiki B cuMBoax 0.1104 mo o3znagae mo mume y 11.04 % BumaakiB cuM-
BOJI ITepe10aueHo HenpaBHiIbHO. Llel pe3ynbrar € J0BOJII BUCOKHM.

IMommku x Ha piBHI ciiB 6mu3bK0 30 %. KpiM 115010, MOXHA 3ayBaXKUTH aHOMAJIbHI CTPUOKN 3HaUeHb Tpadiky, mpH-
YHHOIO SKHX CKOpIIIIE 3a BCE € MPUCYTHICTh PO3IUTOBUX 3HAKIB y Habopi marux. [licis 3aBepIeHHs mporecy HaBYaHHS
MIPOBEIEMO TECTYBaHHS MOZEII Ha BaNiJallifHOMy Ha0Opi JaHWUX, 00 OMIHUTH ii MPOTYKTUBHICTh HA JaHUX, IKUX BOHA
He OavmIia miJ yac HaBYaHHSL.

Jlnst IbOTO BUKOPHCTAEMO Ti %K METPHKH, SIKI MTOKA3y€ BiJICOTOK CHMBOJIB Ta CIIiB, SIKI MOJEIb MPOTHO3Y€E HETpa-
BuibHO. [lokazauk CER GyB oOpaHuii, OCKITBKH BiH HAWOUIBII TOYHO BiZOOpakae TOUHICTH PO3IMi3HABaHHS Ha PIiBHI
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epoch_CER

Puc. 3. Character Error Rate

epoch_WER

finished with exit code 0

Puc. 5. BusHaueHHs1 TOUHOCTI MoaeJi

é// V 74 /%’4

tirzs b L S A

Puc. 6. [Ipukiaan po3niz3HABAHHS TeKCTY 300paKeHH
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cumBoiB. [Iponec mepeBipkn Ha Bamimamiitaux nanux 3 [AM Sentences Ta Ha 300pakeHHSIX TEKCTy Ha PUCYHKaxX 5 Ta 6
BIJIIIOBITHO.

Leit pe3ynbTar € TOCUTH XOPOIIUM JJIS 33/1a4i PO3Mi3HABaHHSA PYKOIHCHOTO TEKCTY, BPAXOBYIOUH CKJIAIHICTB PO3IIi3-
HaBaHHA PI3HMX MOYEPKiB Ta MOXIIMBUX Bapialliil y HalrcaHHi CHMBOIIB. [IpoTe Moaens Ma€ MOTEHITia TSI TIOAAJIBIIOTO
MTOKPAIICHHS IUIIXOM ONTHMI3allii JaHUX Ta HAJIAMITYBaHb TapaMeTpiB.

BucnoBku

Byno meranpHO po3mISHYTO Tporiec miAroToBkK Habopy manux [AM Sentences 11 HaBIaHHS MO PO3Ii3HABAHHS
PYKOIIMCHOTO TEKCTY, BKJIFOUAIOUM YUTAHHS Ta po30ip JaHWX, MOOYIOBY Ta HaBYaHHS MOJAETI HAa OCHOBI 3TOPTKOBHX
HelpoHHNX Mepek. HapuaHHs Momeni mpoBoamitocs 3 BukopuctanHsaM (yrkmii Brpar CTC ta ontumizatopa Adam Ta
JIO3BOJIAJIO JOCATTH BUCOKOI TOYHOCTI po3mizHaBaHHA. OIiHKa SKOCTI MOJIEIN MPOBOAMIIACS 3a JormoMororo MeTpuki CER
Ta iHcTpyMeHTapito TensorBoard Ta mokazana e(eKTHBHICTH pO3pPOOICHOT CHCTEMH.

Byno mpoananizoBaHo pe3yasTaTd poOOTH MOAETI pO3Mi3HABAHHS PYKOITHUCHOTO TEKCTY, B PE3YJbTaTi TECTyBaHHS Ha
BanmiganiitnoMy Habopi nanux. byno Bcranosneno, mo cepeaniit CER y 11.04 % cBiguuTs mpo BUCOKY TOYHICTh MOAENI,
MIPOTE Ma€ MOTEHMIaN IS TOJAJIBIIOTO TTOKPAIIEeHHS. PO3NISHYTO MOMJIMBI HAaPSIMKK [UISl TIOJAJIBIIOTO PO3BUTKY Ta
OTITUMI3AIlil CHCTEMH, 1[0 JOTIOMOYKE MTOKPAIIXTH ii TPOIYyKTHBHICTH Ta PO3MIMPHUTHU CIIEKTP 3aCTOCYBaHb

Haguanns mozeni Ha 6ipIroMy a60 ORI pi3HOMaHITHOMY HA0OPi TaHMX MOYKE TIOKPAIITUTH 11 3AaTHICTB 10 y3araib-
HeHHs1. JlomaBaHHA JONATKOBHX IIapiB a0 mapaMeTpiB, a TAKOK BUKOPUCTAHHS 1HIITNX ONTHMIi3aTOPiB MOXKE TIOKPAIITHTH
MIPOXYKTHBHICTH MOJETi. BUKOpHCTaHHS METOMIB IOTOBHEHHS, TAKUX SK IOAAaBaHHS IIyMy a00 MepeTBOpEHHsS 300pa-
JKeHb, OTTIOMOYKE MOJIEN Kpalle y3araabHioBaTé AaHi. Kpim 1poro, B Mail0yTHROMY MOJIENb MOYKHA MOAN(DIKYyBaTH IS
pO3Mi3HaBaHHS PYKOIHKCIB 3 iHIIIUX MOB.

B monanemomy Oyae po3pobieno ¢ynkmionan API, ske mpuiiMatume ¢oTtorpadito pyKOMUCHOTO TEKCTY 1 HaJICH-
JaTAME y BiANOBIAh PO3IMI3HAHUI TEKCT Ta caM MOOUTHHUH 3aCTOCYHOK, SIKHH B3a€MOMIATHME 3 CEPBEPHOIO YaCTHHOIO
y Bursini APL
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