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HIABUIMEHHA EHEPITOE®EKTUBHOCTI B PO3YMHUX BYAIBJIAX
3A IOMOMOT'OIO CTPATETI KOHTPOJIIO 3 BUKOPUCTAHHSIM
INMIMBOKOI'O HABYAHHA 3 NIAKPIHIJIEHHAM

YV 0ocaidowcenni poszensmymo 3acmocysanus cmpameziii Kepy8amuHa Ol 3HUNCEHHS eHepeOCnodcusants 0yoigens.
32i0H0 ananizy HaseHux nyonikayit OLIbUWICMb HAYKOBYIE 3ACMOCO8Y8alu ab0 CKIAOHI Memoou HA OCHOGL Moodelell,
abo menw epexkmusni nioxoou 3 Q-learning. ¥ pobomi 3anpononosano noguil nioxio 00 pe2ynoeanHs cucmemu ond-
JIeHHS, 8eHMUNAYIL Ma KOHOUYIOHYBAHHS NOGIMPS V' AOMIHICIPAMUBHUX OYOI6NIAX CepeOHbO20 PO3MIPY, W0 Oa3yemuvcs
Ha iHMenleKmyanbHoMy KOHMpOaepi 3 NiOKPInieHHAM, po3poOIeHOMy HA OCHO8I aleopummy HPOKCUMANbHOL NOTIMUKU
onmumizayii nonimuxu (Proximal Policy Optimization), axuil ne umaeac onucy mooeni. Memooonoeis d0caioHceHHs
NOEOHYE GUKOPUCIAHHS CUMYIAYIL y cepedosuuii EnergyPlus, siki oaromv 3mo2y mouno i OUHAMIYHO 6i0meEoprosamu
N0BEJIHKY CUCMEMU 3a PI3HUX CYeHAapiie ynpagiints. B 00Caiodicen i Mu po32isiHyIu pe2yno8anHs memMnepamypu nooayi
nogimps 0o cucmemu. 3 Memor YOOCKOHAIEeH S NiOX00Y KepyBaHHs CHPOEKMOBAHO CUMYIAYIIHE cepedosuuye 3a 00NOMO-
2oto bibniomexu Gymnasium, sKa € egheKmugHow niamgpopmor 0is peanizayii ma onmumizayii areopummie HaguaHHs
3 nioxkpinnennam (Reinforcement learning). Ha 8iominy 8i0 KiacuyHux memooie onmumizayii, wo nompedyoms mouHo2o
MaAMeMamuiHo20 OnUCy QI3UYHUX NPoYecis, 2TUOUHHe HABYAHHA 3 NIOKPINIEHHAM Qopmye Oii Kepy8aHHs Ha OCHO8I CHo-
cmepedtceHHs 3aNeHCHOCIEN Mide nonepeoHimu diamu ma ix enaueom na cmau cucmemu. Epexmusnicmo pospobrernozo
KOHmponepa Ha 0CHOSI eNUOUHHO20 HABUAHHA 3 NIOKPINIEHHAM NOPIGHAHO 3 KIACUYHUM MEMOOOM Kepy6aHHs Ha OCHOGI
cmpamezii KopuzyeanHs memnepamypu nooa4i nosimps 8i0N0GIOHO 00 memMnepamypu 308HiuHb020 cepedosuwya. Ompu-
MaHi pe3yibmamu 3aceiouunu Cymmeee smenuenns enepeocnosicusanis na 27,8 %, npu sabe3neuerni HaneicHo20 Mikpo-
KIIMamy 8 NpUMIWenHaX 3a MaKuMy NOKA3HUKAMU, K memnepamypa, eonozicme i konyenmpayis COz. 3anpononosanuii
nioxio 0eMOHCMPYE NEPCREeKMUBY 3ACIOCYBAHHS MeMOOi8 HABYAHHS 3 NIOKPINIEeHHAM OJis peanizayii ehekmusHux cmpa-
meeiti Kepy8amHs, o MOXCYMyb OYMu 6Nposa0IHCeHi y peanbHUX CUCIEMAX KepyeaHHs 0yOi6iaMuU.

Kniouogi cnosa: naguanus 3 niokpinienuam, enepeoeghekmueHicms, HA8aHmasicenHs, Oy0ieis, KepyeanHs, azenn,
onmumizayis.
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ADVANCED CONTROL STRATEGIES USING DEEP REINFORCEMENT LEARNING
FOR IMPROVING ENERGY EFFICIENCY IN SMART BUILDINGS

This research investigates building control strategies for decreasing the energy consumption. A review of existing
literature indicates that prior studies employed either complex, model-based approaches or relatively less efficient
Q-learning techniques. To address these limitations, we propose a novel control method for Heating, Ventilation, and
Air Conditioning (HVAC) systems in medium-sized office buildings, utilizing an intelligent reinforcement learning
controller grounded in the model-free Proximal Policy Optimization algorithm (PPO). Our approach incorporates
simulations conducted in the EnergyPlus environment, which allows for a precise and responsive depiction of HVAC
system dynamics under various control conditions. A key aspect of the study is the regulation of supply air temperature.
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To support the implementation and enhancement of our control strategy, we developed a co-simulation framework
using the Gymnasium library. This environment served as a robust foundation for testing and fine-tuning reinforcement
learning models. The performance of the proposed deep reinforcement learning-based controller was benchmarked
against a conventional control strategy that adjusts supply air temperature based on outdoor air conditions. Experimental
results showed a significant 27.8 % reduction in energy use, all while preserving indoor comfort in terms of temperature,
humidity, and carbon dioxide levels. This work highlights the potential of reinforcement learning to simplify the deployment
of advanced control techniques in real-world building energy management systems. Unlike traditional optimization
methods that require detailed mathematical models of the system, deep reinforcement learning infers optimal control
actions by analyzing the relationship between system states and the outcomes of selected actions.
Key words: reinforcement learning, energy efficiency, load, building, control, agent, optimization.

IHocTanoBka nmpobaemMn

ByniBii € 0JHAM 13 OCHOBHUX CIIOKMBAYiB €HEPTii Ta PKepest BUKHUIIB BYTJIEKUCIIOTO Ta3y, Ha HUX npunajae oins 30 %
3arajJbHOTO CIIOKUBAHHSI TOPIBHSHO 3 IHIIMMHU cekTopaMu. OCKiJIbKHM OUIBINICTD HAsBHUX Oy/IiBEJIb 3alMIIaTHMEThCS
B eKCIUTyaramii i HaJaJi, 3MCHIICHHS €HEProCIIOKUBAHHS y IIMX CIOPYJax € BayKJIMBUM 3aBIaHHSIM JUIS JTOCSTHEHHS
KiiMaTHnyHuX niged. [lotouni crparerii nepedayaroTh 3HAYHE MiABHUILICHHS TEMITIB PEHOBAIii JIs 3a0e3IIeUeHHsT eHepro-
e(heKTUBHOCTI, OTHAK peatizallisl IUX [UIAHIB € CKJIAHOI0 337a4Ct0, [0 POOUTH 3alUIaHOBaHI MOKA3HUKH HEIOCSHKHUMU
0e3 BIPOBAKCHHS HOBHX ITiJIXOJIIB.

Cucremu onanieHHsl, BEHTWIISILIT Ta KoHauiioHyBaHHs nositps (Heat, Ventilation, and Air Conditioning, HVAC)
BIJIIrpatoTh KIIIOUOBY pOJib y 3a0e3rnedeHHi KoM(OPTHUX YMOB y TIPUMIIIIEHHSIX, BOJHOYAC BOHH iICTOTHO BILIMBAIOTH HA
3arajibHe eHeprocroxuBanus Oynisii. [Ipore 3aBasky eheKTHBHOMY YIPaBIiHHIO EHEpropecypcamMu OyiBii MOXYTh HE
JIMIIE 3MEHIINTH BIIACHE CIIOKMBAHHS, a i OpaTH akTHBHY Y4acTh Y IpOrpaMax I'Hy4Koro eHeprocrnoxusanss. Lle nepen-
Oauae repeHeceHHsI BUKOPUCTAaHHS €Heprii Ha Mepioiy 1mo3a MiKOBUMH HaBaHTAKCHHSMH, 3HWKCHHS MaKCUMaJbHOTO
CIIOKMBAHHSI Ta CTa0LII3aIliF0 CHEPTOMEPEKI.

Mertoan ynpasiliHHS €HEProCHOKMBAHHSIM Ha OCHOBI MOJIeJNeH, 30KpeMa MOJIeNIbHO-TTporHo3He kepyBanHs (Model
Predictive Control, MPC), BUKOPHCTOBYIOTh MaTeMaTHuHI MPEICTABICHHS TEIJIOBUX XapaKTEPUCTUK OyiBil Ta ii B3a-
€MOIIT 3 HABKOJMIIHIM cepeoBuineM. OHaK Taki MiJX0IH MOXKYTh CIPHYMHATH MOXUOKH Ta CKIIJHOLII IIPH 3aCTOCY-
BaHHI /10 PI3HKX Oy/iBesb a00 B yMOBAX, 1110 BiAPI3HSIOTHCS Bijl MOYATKOBUX ITApaMeTpiB.

Ha BizMiHy Bia 1bOoro mMetoan 0€3MOAENIBHOrO KepyBaHHS HE MOTpedyloTh monepeanboi iHdopmatii npo ¢izuuHi
XapaKTePUCTUKU OyIiBIIi, a HATOMICTh (POPMYIOTH CBOT CTpATETil NUIAXOM Oe3MOCEePEIHBOI0 HABUYAHHS Ha OCHOBI OTPH-
MaHHMX JIaHUX Ta 3BOPOTHOTO 3B’s13Ky. OZHUM 13 TaKUX IiIXO/IB € HaBYaHHs 3 miakpimennsM (Reinforcement Learning,
RL), sike gae 3MOry CTBOpIOBATH THYYKI Ta CTiiiKi CHCTEMH YIIpaBIiHHs eHeprocrnoxuBaHHaM. Y RL arent (koHTponep
THYYKOT'O KEpYyBaHHS) BU3HAUa€ ONTUMAaJIbHY HOCIJOBHICTD [Iii, aHAJI3yI0UH MONIEPE/HIH I0CBI] METOAOM P00 1 MOMH-
JIOK, a HE MOKJIaJal0uUCh Ha TIONEPEIHBO 3amporpaMoBaHi npasuia. Ls 6e3mosenpHa BIacTuBicTh poOuTh RL mepcmek-
TUBHUM JUIsl PO3B’sI3aHHS 33/1a4 KEPYBaHHS Ta ONTHMI3allii HaBITh Y BHUITA/IKaX, KOJIHM CHCTEMa HEJOCTaTHRO BUBYECHA 200
nocrynHa iHdopMais € oomexkeHor. [ mnboke HaBuanus 3 minkpimwieHHsM (Deep Reinforcement Learning, DRL) noen-
Hy€ MeToju TinOoKkoro HaBuaHHs Ta RL. Bukopucranus nmbokux Heriponaux mepex (Deep Neural Network, DNN) ngae
3MOTY areHTy BHSBJIATH CKJIaJJHI 3aKOHOMIPHOCTI Ta MPUIMaTH ONTUMAJIbHIIII PILICHHS.

Tpamuuiitai cuctemu HVAC y OyniBisix 3a3Buuail 6a3yloThCs Ha CTAaTUYHUX aIrOPUTMaxX KepyBaHHS, 1110 BUKOPHC-
TOBYIOTH (hIKCOBaHi ITOPOTOBi 3HAYEHHS Ta MPOCTI EBPUCTUYHI MpaBuiia. Taki Mmiaxoau 0OMeXyITh MOMXIIMBOCTI ONTH-
Mizanii eHeprocnoxuBanHs. Haromicts cydacHi metonu, 3okpema, MPC ta DRL, neMoHCTpYIOTh 3Ha4YHUIT MTOTEHIIiaI
MOPIBHSIHO 3 TPaJULIHHUMHU TpaBHJIaMu KepyBaHHs. AHamizyroun naHi, DRL 3paTHuil aBTOMaTn4HO 3HAXOIMTH TPH-
XOBaHI 3aKOHOMIPHOCTI Ta ONTUMI3yBaTH MOJITUKU YHpaBliHHA. J{OCIiKEHHS TOKa3yI0Th, 1110 BUKOpHCTaHHS ik MPC,
tak 1 RL 1ae 3Mory CyTTEBO 3HM3UTH CHEPTOCIIOKUBAHHS OyiBeib 0€3 MOTipIICHHS KOMQpOPTY Ui KopucTtyBauis. Lle
MATBEP/KYE NEPCIIEKTUBHICTD TAKUX TT1IXO/1iB Y CTBOPEHHI O1IbII eHEProe()eKTUBHUX Ta CTIMKHUX OYy/iBEIILHUX CHCTEM.

AHaJi3 ocTaHHIX 10C/iKeHb i myOsikanii

AHai3 oCTaHHIX TOCIHIPKEeHb 1 MyOItiKaiii MpoeMOHCTPYBaB e()EeKTUBHICT METO/IB MPOTHO3HOTO KEPYBaHHS IS
cucreM HVAC y 3HMKEHHI €HEpProCHoXUBaHHs Oy/iBenb Ta 3a0e3NeyeHHI THYYKIIIOi pOOOTH IH)KEHEPHUX CHCTEM.
VY nocmijpkenHi [1] 3anponoHOBaHO MPOCTHH, JAOCTYNMHHN 1 MacmTaboBaHui miaxin o peamizanii MPC y xomepiii-
HUX OyIIBIISIX 31 3aCTapliuM OONaHAHHSIM SIK ajJbTEepHATHBY TPaJULIHHUM MeTosiaM, 0a30BaHMM Ha MeTeonaHux. Jlis
3MEHIICHHS KIIBKOCTI CEHCOPIB 1 3HMKEHHS HAaBaHTaKCHHS Ha 0OpOOKy JaHMX CHCTeMa BHKOPHCTOBYE TEMIIEPaTypy
BUTSDKHOTO TIOBITPS JUIsl OIIIHKY BHYTPIIIHBOT TeMIieparypy. Pe3ybraTi TecTyBaHHS i ATBEPAUIN e(heKTUBHICTh 3aIpo-
TIOHOBAHOTO ITiJIXO/Ty, 32 MICSIIb HABECHI BUTPATH Ha €HEprito 3HM3WIM Ha 33 %. OnTumizaiis BUKOPUCTaHHS HasBHUX
pecypciB 1ana 3MOTry MOKpAIUTH TeMIIepaTypHUH KOHTPOIJIb, CKOPOTHTH BUTPATH Ta IHTETPyBaTH OY/IIBIIIO B MEXaHI3MU
THYYKOTO €HEProCIOKUBAaHHs 0€3 HEOOXiJTHOCTI BCTAHOBJICHHS J0JJaTKOBHX CEHCOPIB.

Crparerii kepyBanHs RL, 1110 He BUMararoTb HasBHOCTI MOJIEli, J1al0Th 3MOTY areHTy B3a€MOJIISITH 3 HABKOJIMIIIHIM
CEpPE/IOBUINEM Y pealbHOMY Yaci i BpaXOBYBaTH HEBU3HAUCHOCTI. Y po0OTI [2] mpoBeIeHO JeTaNbHUN aHalli3 3aCTOCY-
BaHHs RL y cdepi eHepreTuku, e po3mIIHYTO pi3HI MiIX0AM, iXHI CHIIBHI Ta ciabki ctopoHH. Bysno BcranosieHo, mo
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xo4a RL 3paTHuii migBummTH e(pEeKTHBHICTh EHEProCUCTEM y cepenHboMy Ha 20 %, MOXKIMBOCTI L[HOTO IMiAXOMY IIE HE
TTOBHICTIO PO3KPHUTi. ABTOPH 3ayBakKIJIM HEIOCTAaTHE BUKOPUCTAHHS cydacHHX MeToniB DRL Ta HamMipHY 3a1€KHICTB Bif
0a30BUX aNTOPUTMIB, TakuX AK Q-learning. He3Baxkaroum Ha MepPCIIEKTUBHICTD MiAXO/IIB, OPIEHTOBAHMX HA JIaHi, IHTETpa-
uist RL y ckiamHi eHepreTHyHi CHCTEMH 3aTHIIAE€THCS HEMPOCTHM 3aBIaHHSM.

VY nocaimxerdi [3] 3anpomoHOBaHO IHHOBALIWHIH MMiIXiA A0 YIPaBIiHHSI €HEPTOCIIOKUBAHHAM Y )KUTIOBUX OyIHWH-
kax, mo noeanye MPC ta RL. OcHOBHa MeTa CHCTEMH — BUKOPUCTAHHS TEIUIOBUX BIACTHBOCTEW OyIiBII Ta aKyMyIs-
TOpHUX OaTapeit Iy 3MIIEHHS €HEProCIOKUBAaHH Ha TEPiOIN HU3BKUX TapUQiB 1 MpoaKy HAIIUIIKOBOI COHSYHOL
eHeprii Hazan y Mepexy. s BpaxyBaHHS OXHOOK MOJICTIOBaHHS, HEBU3HAYEHOCTE METEONPOTrHO3y Ta 3MIHHOI MTOBE-
THKY KOPUCTYBa4iB po3po0IeHO mapaMeTpru3oBaHy cTpykTypy MPC, sixa HaOMIDKEHO BU3HAYA€E ONTUMANIBHY CTPATETiIo
KepyBaHHS CHEPrOCIOXHUBAHHAM. LIsI MOZIENb MOCTIHHO BIIOCKOHAIIOETHCS 32 JJOIIOMOTOI0 MOAM(IKOBAaHOTO aITrOPUTMY
JEeTePMiHOBAHOTO aKTOPa 1 KPUTHKA 13 3aTPUMKOI0. MoeOBaHHS TiATBEPIIIO, IO 3aIIPOTIOHOBAHUNA METO] €(heKTHBHO
Oamancye MK KOM(OPTOM KOPHCTYBadiB i €KOHOMIYHOIO BHTOMIOI0 HABITh 32 YMOB HETOYHHX MOJENEH Ta MiHIMBHX
pearbHAX YMOB.

Tpanumiitai cucremun HVAC y OymiBnsx 3me01TBIIOTO MPAIIOIOTh 3a CTPOTO 3aJaHUMH TIPABIJIAMH KepyBaHHS.
VY po6ori [4] po3mIsTHYTO MOTEHITial HABYaHHS 3 TiIKPITUIEHHIM SIK O1TBII THYYKOi Ta eHeproe()eKTUBHOI albTePHATHBH.
3anpornoHoBaHo OararoareHTHY RL-apxitextypy mis onrumiszanii podotn HVAC-cuctem i3 ypaxyBaHHSIM 3BOPOTHOTO
3B’A3KY BiJ KOPHUCTYBa4iB MIOAO TEIUIOBOTO KoMdopTy. [t miaBHIeHHS e(pEeKTUBHOCTI HABYAHHS MOCIIKEHO METOIN
CIITFHOTO BUKOPUCTAHHS IMapaMeTpiB MiXK areHTaMH Ta Pi3Hi CTpaTerii monepenHporo HaBdaHHs. L{e cyTTeBO cCKOpOTHIIO
gac, HeoOXiMHUH U1t HaOyTTS areHTaMu e(EeKTHUBHUX CTpaTeriii kepyBaHHA. OTpHMaHi pe3yabTaTH CBiAYaTh, IO 3aIIPO-
TIOHOBAaHMH MIJXIA Aa€ 3MOTY 3MEHIINTH €HEProCIOKUBAaHHS Ha 6 % 1t Beiei Oyaiai Ta 10 8 % [uId OKpeMux mpH-
MIIIEHb MOPIBHAHO 3 TPATUIIHHAME aJTOPUTMaMH KepyBaHH:. BogHodac piBeHh KOM(OPTY A1 KOPUCTYBadiB HE JIUIIIE
30epircsi, a MOIeKyI HaBiTh EPEBUIINB TTOKA3HUKN 0a30BOi CHCTEMH.

VY mocmimxeHHi [5] 3amponoHOBaHO HOBHI METOJ ONITUMI3aIlil eHePTrOCIIOKUBAHHS Ta TEIUIOBOTO KOMQOPTY B OyIiB-
JIAX 13 KUThKOMa 30HAMH, IO MOE€THYE MITYYHHUI 1HTEIEKT Ta METOIN YIPABIiHHI Ha OCHOBI MPaBMII IS IEHTPAIHHOTO
MOBITP0o0OpOOHOTO MPHUCTPOTO. IS BIPOBAKEHHS OTPUMaHOi MOJIETIi B peajibHI CHCTEeMH aBTOMAaTH3aIlii OyIiBeib po3-
poOIIeHO METOANKY BITYYEHHS YITKUX MPAaBHUJI KEPYBAHHS 13 IPOIIECY yXBAJICHHS pilieHb areHToM. Li mpaBuiia mpoimnm
TECTYBaHHS B CEPEOBHUII MOJCTIOBAHHSA Ta OylH MOPIBHSHI 3 Mo4aTkoBor0 RL-Momemmio Ta TpagumiiftHUMI METOaMH
YIOpaBIiHHS BiAIOBIAHO 10 cTaHmapTiB. OTpuMaHi pe3yiasTaTy OKa3ajl, 0 KOHTPOJep, CTBOPEHHHA Ha OCHOBI BHITyde-
HUX TIPaBHII, JOCAT MaiKe TaKoTO X PiBHS €Heproe(peKTUBHOCTI, K 1 areHT, 6a3oBaHuil Ha mTygyHOMY iHTenekti (LI),
aje mpu 1[boMy OyB 3HAYHO MPOCTIMHMM y peaizarii. [{e miaTsepmKye nepcrnekTuBHICTs moegHanHs 111 Ta kepyBaHHS Ha
OCHOBI TIPaBWJI JJIS BIIPOBAKEHHSI IIEPEAOBUX CTPATETiil YIpaBIiHHS CHEPTI€I0 B pealbHUX YMOBaX.

HenepenbagyBana nmoBefiHKa MEUIKAHIIIB, 30KpeMa, iXHI MIa0JOHN BUKOPUCTAHHS Tapsdo0i BOAH, € 3HAYHUM BHKIIU-
KOM Il OTITHUMI3allii eHeprocnoXuBaHH OymiBenb. TpamuIiiiHi cucTeMn KepyBaHHS 3a3BHYail BHKOPHUCTOBYIOTH KOH-
CEepBaTHBHI CTpATETii, 0 IPUBOIANUTH A0 HAIMIPHOTO CIIOKUBAHHA €Heprii. Y mociiKeHHi [6] 3ampornoHOBaHO CUCTEMY
KepyBaHHA HAa OCHOBI HaBUAHHS 3 MiIKPIIUICHHSIM, 3/aTHY aIalTyBaTHCS 0 CTOXaCTUYHOI MOBEIIHKH KOPHCTYBAdiB.
Merton 6a3yeTbes Ha 6e3moaebHOMY RL-mimxori, 1o 1a€ 3MOry MepeHOCUTH CUCTeMY Ha Pi3Hi OyaiBii 6e3 HeoOXiTHOCTI
CTBOPEHHS TOYHUX MOJIeTIeH KOXKHO]I 3 HuX. AreHT RL MpoXoauTh nonepeaHe HaBIaHHS B PeXUMI o(iaiiH, BHKOPHCTOBY-
F0YH IMOBIPHICHY MOZIETTh CITOKMBAHHS Taps490i BOAM ISl PEaTiCTUYIHOTO BiATBOPEHHS MOBEIIHKH KOPHCTYBAdiB Ta MPH-
CKOPEHHS Tpolecy HaB4aHHA. E(eKTHBHICTD MiAX0My MiATBEPKEHO HA OCHOBI PEaJbHAX JAHUX i3 KUTIOBOTO OYIMHKY,
CTIOKMBAHHsI €Heprii ckopoTwiu npuonu3Ho Ha 20 % MOPIBHSAHO 3 TPAAWIIMHUMH METOAAMH KEPYBAHHS, IIPU I[LOMY
30epernu piBeHb KoMpopTy. OTpuUMaHi pe3yIbTaTh MiJKPeCTo0Th moTeHmiad RL-MeToiB y cucTemax ynpaBTiHHS €Hep-
TOCIOXKMBAHHSM, 10 BPAaXOBYIOTh JHHAMIYHY Ta HECTAOIbHY MTOBEIIHKY KOPHCTYBaUiB.

VY pobori [7] mocmimKeHO MOTEHIIiaT MeXaHi3MiB THYYKOTO YIPABIiHHS MOMUTOM y JKUTIOBUX OyOWHKAxX IS 3HU-
JKCHHSI €HEPrOCIOXHMBAaHHSA. ABTOPH MiAKPECTIOIOTh HEOOXiTHICTh IOBHICTIO aBTOMAaTH30BAaHUX CHCTEM YIPABITiHHS
EHEpTi€i0 Ta MPOTOHYIOTH MiAXia, 3acHoBaHMi Ha RL. Onrumizaris poO0TH CHCTEMH KepyBaHHS €HEPrOCIOKHBAHHIM
posrsnaeThes K RL-3aBmaHHs, sike BUPIITYETHCS MIUIIXOM KJIacTepHU3allii HOOyTOBUX MPHUCTPOIB 1 HE3aIeKHOI ONITHUMI3a-
mii rpa¢ikiB ixHBOT poOoTH. [IopiBHIHO 3 TpaAUIIITHIMK METOIaMH IEH TiIX11 Ma€e HI3KY IepeBar: BiICYyTHICTh HEOOXi1-
HOCTI SIBHOTO MOJICJTIOBaHHS 3a/I0BOJICHOCTI KOPUCTYBauiB, MOXKIIMBICTh MPOAKTUBHOI'O IUIAHYBAHHS 3aBJaHb CHCTEMOIO,
THYYKIiCTh y (popMyBaHHI 3aIUTiB KOPHCTYBauaMH Ta 3HIKEHHS 00YHCIIOBAIBFHOI CKIaqHOCTI. [t mepeBipku eeKTrB-
HOCTI MiIXOAY 3aCTOCOBAHO anropuTM Q-learning, pe3ynbTaTé SKOTO MPOJEMOHCTPYBAIH MTEPCIIEKTUBHICTD 3aIIPOTIOHO-
BaHOT METOJUKH JJIs1 PO3POOIIEHHS IHTENEKTYaIbHUX CHCTEM €HEPTOMEHEDKMEHTY B )KUTIIOBUX OyAWHKAX.

VY mocmimxenHi (8] 3ampomnoHOBaHO METO ONTHMIi3allii €HePrOMEHEKMEHTY B PO3YMHHUX OyaiBisax Ha ocHOBi DRL.
Po3po0bireHo KOMIIEKCHY CHCTEMY YIIPaBIIiHHS CHEPTOCIIOKUBAHHAM, SIKa BPAXOBY€ Pi3HI CKJIATOBI, 30KpeMa, 30epiranHs
eHeprii, TeHepario eIeKTPOCHEPTii COHIYHIMH TTaHEeIAMH, 3apsHKaHHSA eJIEKTPOMOOLTIB Ta poOOTy TTOOYyTOBHX IpH-
nmaxiB. [ peamizamii cTparerii onTHMaNBFHOTO PO3IOALUTY PeCcypciB TOCHiITHUKH 3acTocyBann Q-learning i3 ypaxyBaH-
HSM BIiATIOBITHUX 0OMEXeHb pOOOTH CHCTEMH. Pe3ynbTaTi MOIETIOBaHHS MPOAEMOHCTPYBATH €(EKTHBHICT MiIXOIy:
3amponoHoBaHa ctpateris DRL He nwuime 3a10BOIBHSAE €HEpreTHYHI MOTpedn OymiBmi, a i 3abe3medye ONTHMAaIbHHUN
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po3monin eHeprii. 3apoITOHOBaHMIA METO] IEPEBEPIITYE TPAIUIIIHHI ANITOPUTMH KEPyBaHHS, MATPIMYIOUH PiBEHb TOMU-
70k y mexkax 10 %.

Tpanuiiiiai cucTeMun yrpaBiIiHHS OYIiBISIMH CTHKAIOTHCS 3 TPYIHOIIAMH OTIPAIFOBAHHS 3POCTAIOUNX 00CATIB pi3HO-
PIAHUX JaHUX, 30KpeMa, BiJl CEHCOPIB Ta PO3KIIA/IiB KOPUCTYBadiB. Y A0oCHiKeHH] [9] po3mistHyTO IpobineMy yIpaBIiHHS
SIKICTIO TIOBITPA Y MPUMIIIEHHSIX 3a TOTIOMOTO0 TiIxoxy, mo moennye DRL ta cemanTn4Hi 3HaHHA. 3alIpOTIOHOBAHO
BHKOPHUCTAHHS OHTOJOTIYHUX TpadiB 3HAHB IS CTPYKTYPOBAHOTO MOMAHHS 1H(pOpPMAIIii PO SIKICTh MOBITPA B OymiBIISIX
Ta B3a€MO3B’SI3KIB MUK PI3HUMH (pakTOpamw, IO Ha Hel BIUIMBAIOTH. Takuil miaxim 3abe3medye KOHTEKCTHO-OPIE€HTO-
BaHE MPEACTaBICHHA cTaHy OyxiBmi. OTprMaHi ceMaHTHYHI AaHi iHTETpyoThcs y Deep Q-learning (DQL) monens, mo
Jla€ 3MOTY PO3pPOOHTH IHTENEKTYaIbHy CHCTEMY YIIpaBIiHHS OyniBiero. Taka cuctemMa MOXKe e(peKTHBHO KOHTPOIIOBATH
SIKICTP TIOBITPS, aAaNTyBaTH POOOTY MOBITPOOOPOOHNX arperariB A0 3MiHHIX yMOB Ta 3a0e3medyBaTu 0ajJaHc MiXK KOM-
(hopTOM MeUIKaHIIB i eHeproe()eKTUBHICTIO. ABTOPH HArOJIOUIYIOTH, IO IEW MiAXif CIPOIIye YIpaBIiHHA OyaiBiIero,
3MEHIIYIOUH CKJIQJHICTh IPHHHATTS PillleHb I OTIepaTopiB 00’ €KTa.

VY pobori [10] 3ampomoHOBaHO CHCTEMY YIPABIiHHS €HEPTrOCIIOKUBAHHAM Ha oCHOBI RL mis posymHux OymiBens,
IHTETPOBAHUX Y «PO3YMHY» €Hepromepexy. Taka cucTemMa BpaXxoBy€e MOXIIUBICTh OOMiHY €HEPTIE€I0 3 MEPEKEI0, TOKATbHY
TeHEePALifo BiTHOBIIOBAHOI €HEprii (HapHUKIIaz, COHSIYHI MaHei), 30epiranHsa eHeprii Ta 3apsHKaHHs eNeKTPOMOOLITIB 13
¢byHukuieto vehicle-to-grid. 3aBmaHAS ONTHMI3allli €HEPrOCTIOKUBAHHS C(POPMYITHOBAHO SK MPOIEC YXBAJCHHA PIlIeHb
MapkoBa, 10 BKITFOYa€ MHOKAHY CTaHIB, ii, IMOBIpHOCTI mepexoiB Ta (GyHKmiro BuHaroponu. Anroput™ Q-learning
Ja€ 3MOTY CHCTeMi HAaBYATHCS MPUHAMATH ONTHMANbHI PIlIEHHS OO0 PO3IOALUTY eHeprii B yMOBaX HEBH3HAYEHOCTI,
30KpeMa, 3 YpaxyBaHHAM 3MiH TOMUTY, 3apsKaHHs eJIeKTPOMOOiTiB Ta reHeparii COHsI9HOoi eHeprii. MoaeTroBaHHS Ha
OCHOBI peabHIX JaHUX MOKAa3aJI0, 0 3alIPONOHOBAHNI METO/I 3HIKYE BUTPATH Ha CHEPTII0 MOPIBHSAHO 3 TPATUIIIHHUMHI
IiIX0laMU TA BUIIAJKOBUMH PilICHHSIMH. ABTOPH 3a3Ha4aroTh, 0 1151 RL-MeTonnka Moxke OyTH aanToBaHa Ul pi3HHX
CEPEeIOBUII, 30KpeMa, MIKPOMEPEIK Ta MMPOMHICIOBUX 00’ €KTIB.

V¥ nocnimxendi [11] 3amponoHoBaHO 6aratoareHTHyY CHCTEMY YIIPaBIIiHHS, CIIPSIMOBaHY Ha ONTHUMI3aIlifo KoM(pOpTy
B Oy/iBJIAX Ta MiJBUINEHHs eHeproeeKTUBHOCTI. [i CTPYKTypa BKIIOYa€ TPU He3asexkKHi areHTH, KOKeH i3 AKUX Bifmo-
BiJla€ 3a TIEBHHUU acCTEKT BHYTPINIHHOTO CEPEIOBHUINA: SKICTh MOBITPS, Bi3yalbHUI Ta TerioBUil koMpopT. s oniHkn
MPUCYTHOCTI MEIIKAHI[IB BUKOPHUCTAHO CTOXAaCTHYHY MOJENb, IO 3aCTOCOBYE WMOBIPHICHI Ta €BONIOMIHHI alTOPUTMH,
a CO:-aT4uKKM BUCTYNAIOTh OCHOBHHMM JDKEpENoM JaHWX. HedwiTka Jorika BUKOPHCTOBYETHCS [UIS BpaxyBaHHS HEBH-
3HAYEHOCTI mapameTpiB cucteMu. KOHTpombHI areHTH 3acTocoByIoTh Fuzzy Q-learning ams pobGotu 3 OesnepepBHIMHA
3MiIHHUMH CTaHy Ta KepyBaHH:I. MoIemoBaHH HiATBEPAIO €(peKTUBHICTH MiAX0TY, TPOJAEMOHCTPYBABIIH TOYHE OIIiHIO-
BaHHS IPUCYTHOCTI MEIIKAHIIIB Ta CKOPOUYEHHS EHEPIOCIIOKUBAHHS 110 56 % 6e3 CyTT€BOrO 3HMKEHHS PIBHS KOM(OPTY.

Meton DQL BukopHCTOBY€E MITyYHI HEHPOHHI MEpeXi 3aMiCTh TpamuIiitHoi Q-Tabmuili, mo Ja€e 3MOTY IpaIfoBaTH
3 OUTBIIMME TIPOCTOPAMH CTaHIB Ta [iil. Y poOori [ 12] 3amporoHoBaHo ccTeMy Ha OCHOBI HelipoHHOI Q-learning mozeri,
sIKa 371aTHA aJallTHBHO BUBYATH 3aKOHOMIPHOCTI CIIO)KUBAHHS €HEPril B TOMOTOCIIOAapCTBaX, SMEHIIYIOUH ITIKOBE HABaH-
TaXCHHS Ta CIPUAIOUN eHeprozoepeskeHHI0. B ocHOBI MeToxy nexxuth Neural Fitted Q-learning, mo 3a0e3nedye mBuake
i eheKTUBHE MPUHHATTS PIllICHb OA0 €HEPTOCIOKUBAHHSA, 30epiraroun O0araHc MK MiHIMI3aIiel0 BUTPAT Ta KoMdop-
TOM KOpHUCTYBa4iB. MOIETIOBaHHS Ha OCHOBI KJIACHYHOTO KaHAICHKOTO OyIMHKY II0Ka3aJ0 3HaYHEe CKOPOUESHHS CHeproc-
MTOYKMUBAHHS B MIKOBI MEPiOH, IO CIIPUSE 3HIKEHHIO BUKU/IIB Ta EKOIOTIYHOMY CTAIOMy PO3BUTKY. ABTOPH HAroJIOIIy-
0T, III0 MacIITa0He BIPOBAHKEHHS TAKOTO ITiIXOAY MOYKE CYTTE€BO 3HH3HUTH IIKOBHUH MOMHUT 1 CIPUATH €(PEKTUBHIIIIOMY
PpO3Toniny pecypcis.

Hocnimkernns [13] mpucBs4eHo onTuMi3allii po3KIaay €HEproCHOKUBAaHHS B JKATIOBHX OYIIBIISX 3a JTOTIOMOTOIO
DRL. Buxopucrano anropurmu DQL ta Deep Policy Gradient miist ympaBimiHHS €IEKTPOCIIOKUBAHHAM, 30KpeMa, B yMO-
BaxX 3MiHHHX Tapu(iB Ha eIeKTpOeHEpPTifo. AHai3 gatacety Pecan Street minTBepanB e(peKTHBHICT 3alIPOIIOHOBAHOTO
migxomy, anroput™ Deep Policy Gradient gorinsaimmit 3a DQL muist 3a1ad peanbHOTO 9acy, OCKUTEKH 3a0e3medye MiHiMi-
3aIlif0 BUTpAT Ta 3IV1a/KyBaHHS HABAaHTa)KCHHS.

3acrocyBanHs RL y peanbsHuX OymiBIsIX CYNpPOBOMKYETHCS BUKIMKAMH, 30KpeMa, TPUBAJIUMH (azaMu HaBYaHHS Ta
BHCOKHMH OTepariiifHuMu BUTpaTamMu. Y gocmimkeHHi [ 14] posrsanyto Bukopuctanuas Transfer Learning (TL) ans apam-
tanii RL-KoHTposepiB 10 HOBUX CepefoBHIN. 3anporoHoBaHo oHnaitH TL-MeTosn, mo noeanye iMiTariiine HaB4aHHS Ta
JIOHABYAHHS MOJIENI TS IEpeHEeCeHHS KOHTposIepa Mk 1BoMa odicanmu Oyaisnsamu. [lonepennso HaTpeHOBaHUH y mHD-
pOBOMY JBIHHUKY KOHTPOJIEp IIPOJEMOHCTPYBaB eHepro3oepexeHHs Ha piBHI 6—40 % Ta MOKpaIieHHs TeMIIEpaTypHOTO
koHTpor0 Ha 3050 %.

3rigHo aHaNi3y HayKOBHX JDKEpes OUTBIIICTH aBTOpPiB BUKOPHCTOBYBAJIHM ab0 MEHIN pe3ynsraTuBHE Q-learning, abo
CKJIaHI METOIH, 3aCHOBaHI HA MaTeMaTHYHHUX MOIEIAX. Y 3alpOIOHOBaHii poOOTi peani3oBaHO MPOTPECUBHAN ITiIXif
710 KepyBaHHS HAa OCHOBI HABYaHHSA 3 MMiIKPITUICHHSM, SIKUI 0a3y€ThCs HA Cy9acCHOMY alTOPUTMI MPOKCUMAIIBHOI ONITHMI-
3amii momituxu (Proximal Policy Optimization, PPO), mo gae 3Mory miIBUIIATH eHeproeeKTHBHICTH OyiBimi, 30epira-
FOYH BUMOTH 10 KoM(opTy MemKaHIiB. OTxe, pe3yabTaTH IbOTO JOCTIHKEHHS CIPUATHMYThH YIO0CKOHAICHHIO TTi/IX0/iB
JI0 PO3pOOJICHHS HaITHIX eHeproe()eKTHBHIX CHCTEM KepPyBaHHS.
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DopMy/JIIOBAHHS METH 10C/IiIKeHHS

MeTo10 IFOTO TOCIIKEHHS € pO3pOOICHHS yiockoHaleHo1 cTparerii kepyBanHs HVAC cucremoro OyaiBii Ha OCHOBI
6e3MO/IeITbHOTO AJITOPUTMY HABYAHHS 3 MIJKPITUICHHAM IS MIBUIICHHS €Heproe(eKTUBHOCTI MOPIBHSHO 3 TpaJuIil-
HUMH TT1JTXO/IaMH.

3aBmaHHs TOCIIHKEHHS: TpoaHali3yBaTH cydacHi migxoan 1o kepysanas HVAC cucremamu, po3poOHTH apXiTeKTypy
JUISL CEPE/IOBHIIA KO-CUMYJIALIT 3 HABYaHHSM 3 IIAKPIMUICHHSIM Ta peaizyBaTH HOTo iHTerpariro 3 OyJiBeIbHOIO CHMY-
nsmiero EnergyPlus, peanizyBarn 6a30By cTparerito KepyBaHHs Ha OCHOBI TPaAMIIIITHOTO METOTy KOPUTYBaHHS TeMIlepa-
TYpH 30BHIIIHBOTO MOBITPs, po3poduT KoHTposep kepyBanHs HVAC cucremoro OyaiBii Ha OCHOBI IMTMOOKOTO HaBUAHHS
3 MIIKPIIUIEHHSIM, IO IPYHTYEThCS Ha Oe3MozpenbHoMy anroputmi PPO, mopiBHsTH edexTHBHICTH 0a3zoBoi crparerii
3 pe3yJbTaTaMi, OTPIMaHUMH 32 JIOTIOMOTOIO 3aIIPOIIOHOBAHOTO IHTEICKTYAIEHOTO KOHTPOJIEPA.

BukiiageHHs1 0CHOBHOIO MaTepiany A0CiIKeHHS

MeTtonoJioris

VY 1poMy JOCIIKEHHI 3aCTOCYBAaHO Cy4acHWH Oe3MOAENBbHUH MiAXiJA i3 BUKOPUCTAHHSIM HABYAHHS 3 IMiIKPIIUICH-
HsM [15]. RL — me T MammHHOTO HaBYaHHS, 3a SIKOTO areHT (KOHTPOJIEp) HAaBYA€ThCS 3HAXOAWTH HAaWKpaIuii crocio
PO3B’sI3aHHS 3a/1a4l NIISIXOM ekcriepiuMeHTiB [16]. KorTponep HaBuaeThCs, OTPUMYIOYH BUHATOPOJLY Bijl CBOIX JIiH, TIO3H-
THBHY a00 HEraTHBHY, 3aJIeKHO BiJ] eeKTy Ha cepenoBuiie. [Ipoliec HaBUaHHS areHTa rojsirac y BU3Ha4eHH] HalKpamol
JT 7151 KOKHOTO MOYKJIMBOTO CTaHy 3 METOI0 MakcuMisamii 3aranbHoi BuHaropoau [17]. Metoro arenra € po3poOieHHs
cTparerii, sika 3a0e3redye HaBUIIy CyMapHy BHHAropoxy 3 yacoM. Lle nependadae neBHUI KOMIIPOMicC, areHT Mae 30a-
JIAHCYBATH JIOCII/DKCHHSI HOBHX, MOTCHIIHO KPAIMX CTPATETiH 13 BUKOPUCTAHHSIM Yy)Ke HaOyThx 3HaHb [ 18].

Ilpoxcumanvna onmumizayia noaimuku

VY npomy pociijpkeHH] BUKOopHcTaHo anroput™ PPO, sknit € THydkuM 1 mommpeHuM mMetooM RL it po3s’si3anHs
3a1au kepyBauHs. 3 2018 poky PPO e anropurMom HaBuaHHs 3 mikpimiennsm B OpenAl 3a 3amoBuyBanHsM. Horo kimo-
YOBa IlepeBara rnojsirae B e)eKTUBHOMY OaJaHCyBaHHI MK JIOCIIJUKEHHSIM HOBHX CTPATETiH Ta BAKOPUCTAHHSIM HassBHUX
3HaHb, 10 € KPUTHYHO BKJIMBUM JUIsI ONTHMI3amii MPOIYyKTUBHOCTI B CKJIQAHKUX cepenosuimax. PPO 3actocoBytoTh
y PI3HHX Taly3siX, 30KpeMa, B YIPaBIiHHI €HEPreTHUYHUMH CHCTEMaMH, OCKUIBKM BiH JIEMOHCTPY€ Kpally BiIMOBia-
HICTb TineprnapamMeTpam i BuIly e(eKTUBHICTh TpeHYBaHHs MopiBHsHO 3 anroputMoM DDPG (Deep Deterministic Policy
Gradient). Kpim Toro, Bin 3a0e3nedye BUriaHimI 3HaueHHs HUTb0BOT GyHKIiT. JlociipkeHns nokasany, mo anroputm PPO
e(eKTUBHO ITPAIIOE 3 HETIEPEPBHUMH TIPOCTOPAMH J1il 1 Ma€ CTaOIIBHIIINI MEXaHi3M OHOBJICHHS, 1110 JIa€ 3MOTY 3HH3UTH
eKcIuTyaTaniifHi BuTpatu nopisasHo 3 DDPG. 3okpema, npu 3acTocyBaHHI 70 33/1a4 €HEPreTHYHOTO TUIAHyBaHHS aJro-
put™M PPO cripusiB 3MEHIIEHHIO €HEPIeTHYHUX BUTPAT TOPIBHSIHO 3 METOJaMu yrpasiiHHs Ha ocHoBi MPC [19].

Anroputm PPO mifgBuinye cTabinbHICT HaBYaHHS areHTa RL mumsixom 3amoOiraHHs HaAMIPHUM 3MiHAM IO THKH.
BiH BUKOpHCTOBYE KOE(DIIIIEHT, IO BiT0Opakae po30IKHICTh MiXk MMOTOYHOIO Ta MONEPETHHOIO MOJITHKAaMH, Ta 0OMEXY€
HOTo B MeXax BU3HAYCHOTO JAiana3oHy. Takui MexaHi3M “BiICIKaHHS’ TapaHTYeE, [0 OHOBJICHHS MTOJTITHKH 3aJIMIIAI0THCS
TIOMipHHMH, 110 CTIpHsie OB cTablIbHOCTI B potieci HaBdaHHs. OcHoBHA ifest PPO nomnsirae y mokparieHHi cradiib-
HOCTI TPEHYBaHHS NIJISIXOM OOMEXEHHsI BEJIMYMHY 3MiH ITOJITHKH HA KOKHOMY €Tarli HaB4aHHs, 3armo0iralouy pi3kum Ta
MIOTEHIIITHO HeraTHBHUM 3MiHaM. Lle mocsraeThes 3a JOMOMOToI0 UTE0BOT PYHKIIIT, sika 0OMEKy€ 3MiHH TTOJIITHKA y By3b-
KoMy miara3oHi. Takuif miaxix 3anobirae 3HAYHUM OHOBJICHHSIM Bar, [0 MOTJIH O JeCTa0lIi3yBaTh Mpoec HaBYaHHS.

MaproecyKuil npoyec npuilHAMMA piuiens

3ajgavqy HaBYAHHS 3 MIAKPITUICHHSAM MOXHa c(hopMysroBaTH SIK MapKOBCHKHH Tpoliec MpuiHATTS pimens (Markov
Decision Process, MDP) [20, 21]. dns wamoi 3aga4i MDP MokHa BU3HAUNTH TAKUMH CIICMCHTAMU:

* {S} — MHOXMHa MOMJIMBHX CTaHIB cepeloBHIIA (IIPOCTIp CTaHIB);

* {A} — MHO)XMHA MOXKJIMBUX JIiif areHTa (IPOCTIp Jiif);

P (51, $i+1) — IMOBIPHICTB Tepexozty 31 CTaHy S, y CTaH S, MICJIs BUKOHAHHS Jii a;

*  R.(s;, Si+1) — BAHATOPOZIA, OTPUMAHA areHTOM IIiCIIsl TIEPEXOTy 31 CTaHY S, Y CTaH S;,; BHACIIJIOK BUKOHAHHS [Iii a.

Ha koxHOMY KpOIIi Yacy ¢ areHT, CIIAYI0UHU [IEBHIH MOMITHII 7T, B3AEMOII€ i3 CEpEIOBHUINEM, BHKOHYIOUH IO ¢, BU3HA-
YeHy BIATIOBITHO JIO CTaHY S, CHIOCTEPEIKCHHS:

a, =1(s).

Cepenopuile pearye Ha 1110 JIit0, TIOBEPTalOuM BUHATOPORY R, , i MepexoauTh 10 CTaHy s,.i. MeTOI0 arenTa € HaB4H-
THCSI ONTUMAJIBHOI MOJIITHKH T, IKa MAKCUMI3y€ CYKyITHYy BHHATOPOJY HPOTATOM yCi€l OCTITOBHOCTI B3a€EMOIiii:

max £ ZYtRaI (St’st+1) >

t=0
Je Y — Koe(ilieHT AUCKOHTYBaHHS, 1[0 BU3HAYa€ Bary MailOyTHIX BUHAropoJl MopiBHsHO 3 nonepeauimu (0 <y < 1).
IIpocmip cmanie
Ha xo)xHOMY KpoIi 4acy areHT OTPUMY€E CIIOCTEPEKEHHS BiJl CEpeIOBUILA, SIKI BiTOOPaXatoTh IOTOYHUI CTaH CUC-
TEMU B LIEi1 MOMEHT 4acy, BU3BHAYECHUH TaK:
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S = {Iml: T;’na [—[[na Cim Thtgfxpza Tz"lgixpt’ Ehtgiload, Eclgilnad} . (1)

[Ipouec npUUHATTS pillieHb IMOOKMM areHTOM 3 IMiAKPIIJICHHSIM BPaxOBY€ BICIM Pi3HUX 3MIHHUX, BUMIPSHHUX B €KC-
NepUMEeHTaJIbHIN Oy/IiBII MiJ] yac CUMYJIALIT 3 KpOKOM 4acy ¢ = 15 xBunmuH. Lli 3MiHHI pa3oM 3 iXHIMH JJO3BOJICHUMH Jia-
Na30HaMH Ta OJUHUISIMYA BUMIPIOBaHHS HaBEICHO B TaoI. 1.

Tabmurs 1
3MiHHI mpocTopy cTaHiB
3miHHi Min. Make. OpnHnus Onuc
Tt -40 40 °C Temmneparypa 30BHIIIHBOTO MOBITPS
T, 0 40 °C Temmneparypa HOBITPs MPUMILICHHS
H, 0 100 % BizgHOoCcHA BOJNOTICT MOBITPSI IPUMILLICHHS
Cy, 0 100 000 ppm Komnnentparis CO, B moBiTpi
Thig sp 0 30 °C Temmneparypa 3a1aHOTO 3HaUEHHS TEPMOCTATa OIAJIECHHS
Toig ot 0 30 °C Temmneparypa 3a/1aHOTO 3HAUYSHHS TEPMOCTATa OXOJIOMKESHHS
Eig toad 0 28 kBr-ron HapaHTaxxeHHs Ha onajeHHs (IPUPOJHUIL ra3)
E g toad 0 28 kBt ron HaBaHTa)XeHHS Ha OXOJIOKEHHSI (€IEKTPOCHEPT'is)
IIpocmip oiu

ATEHT BUKOHYE Ha KOXXHOMY Kpoli yacy ¢ (KokHi 15 XBWIMH) Aii, 110 NPEACTaBISIOTH PIlICHHS IOJ0 KepyBaHHS
CHCTEMOIO OyIiBJIi 3 BUKOPUCTAHHSM TPUCTPOIB [UIsl ONAJICHHS Ta OXOJIO/DKEHHS. Y IIbOMY JAOCIIPKCHH] areHT BU3HAYAE
OINITHMAJILHY TEMIIEpaTypy Iojadi MOBITPs K KOHTPOJIbHY 3MIHHY, SIKa CIIy)KHUTh MEXaHi3MaMH1 areHTa Jyisi ONTHMi3alil
eHeproeekTuBHOCTI. TakuM YnHOM, Aii Ha KPOIli Yacy { MOXKYTb OyTH IPE/ICTABIICHI PIBHSIHHSIM:

a,={T,,,}. &)

Ipocrip aiét muckpeTHuii 1 ckiaamaerbes 3 100 MOKIMBUX BapiaHTIB. Y HAIIOMY JOCIIHKEHHI Il TUCKPETHI il BifO-
OpakaroTh HerepepBHUil Aiana3oH Bix 15.0 go 30.0, o BiAnoBigae aiana3zoHy 3aJlaHuX TEMIEPaTyp MoJaBaHHs OBITPSI.

Ilepexio mirc cmanamu

Konu arent npuiiMae pillieHHs 111010 KEPYyBaHHSI, e BILUIMBAE HA CTaH CEPEOBUILA, [II0 MOXKE MPU3BECTH IO HOBOTO
crany. Ilepexin 10 KOHKPETHOTO HOBOTO CTaHy 3aJeKHMTh HE JIMIIE BiJ] BAKOHAHOI i, ane i Bij pi3HUX Herepenoda-
yyBaHUX (DaKTOpIB y cepepoBHili. MoJenoBaHHS 1IMX MEPEeXo/liB MOXKe OYTH JIy)e CKJIAJHUM 4Yepe3 HEeBH3HAYCHOCTI
y cepenouii [22]. Onnak DRL npononye crocid yHUKHYTH Ii€i TpoOieMu IUIIXOM HaBUaHHs 0€3M0CePeHbO 3 Ofiep-
YKaHOTO JOCBIJTY. 3aMiCTh TOTO, 1100 HAMATaTHCs IBHO MOJICITIOBATH HMOBIPHICTB KOXHOTO nepexony, DRL BukopucroBye
HEHPOHHI MepeKi Jyisi BU3HAUeHHs €(pEeKTiB HEBU3HAYEHOCTI HA OCHOBI JIAHUX CIIOCTEpEeKeHb [23].

Dyukuyis eunazopoou

OcHuoBHo QyHkuieto DRL koHTpoJsIepa € onTuMisallis TemMreparypH rnonaBanHs HoBiTps (7,,) IUIIXOM PEeryTOBaHHS
i€l 3MiHHOT KokHI 15 xBuimH. Temreparypa rmofaBaHHs MOBITPsI BCTAHOBIIOEThCs B Meskax Bif 15 °C mo 30 °C. [pouec
OIITHMI3allil Ma€ Ha METI 3MEHIIUTH AUCKOM(DOPT TeMIlepaTypH B 30Hi, & TAKOXK IiITPUMYBATH BOJIOTICTh Y MEXKax MpHU-
WHITHUX 3HaUeHb, MIHIMI3yIOUH CrIOKMBaHHs eHeprii Ta piBeHb CO,. OYHKIsI BUHATOPOAU R,, sSika BUKOPUCTOBYETHCS
st DRL arenTa, BU3HaueHa Tak:

Rt = _(Epenalty + Temppenalty + Humpenalty + COZWW,@ s (3)
ac:
Rpenulty = _(Eheatingiload + Emolingiload )’
T _ mln((];n - I‘clgﬁspt )’ (T;ltgispt - 7:11 ))’ lf (7:/1 < I’clgﬁspt or 7;/1 > T;ltgﬁspt)
CHP penctty = 0 else ’
min((H,, —40),(60—H,)), if (H, <40 or H, > 60)
Fum o, = 0 else ’
COZ in*

penalty

VY Takomy ¢opmymoBaHHI (PyHKIN{ BHHArOpOIH MPOoIec MPUIHSTTS pimeHs y pamkax MDP cipsimoBanuii Ha BU3Ha-
YeHHS pPO3KJIAJIiB €HEPTeTHIHOTO YIPABIiHHSA, IKi MAKCUMI3yIOTh KOMYJISITHBHY BUHATOPOY IPOTATOM Yacy, B pe3ynbTari
YOTO 3MEHIITYIOTCS eKCIUTyaTalliiHi BUTparn [24].

Eneprerndne crioXiBaHHA BitoOpaskae 3araibHe CrioXXuBaHHA eHeprii cucremoro HVAC Gynisri, 1o moeiHye HaBaHTa-
YKEHHS Ha OTTAJIeHHS (TTPUPOIHIH ra3) Ta OXOIOHKEHHS (eIeKTpHKa). J{nckoM(popT TeMIepaTypH B 30HI MiHIMI3y€ThCS IIITTXOM
HakIaIeHHA mTpady (3MEHIICHHS BHHATOPO/IN) Ha BiIXUICHHS TEMIIEPaTypH TOBITPs B IPUMIIIEHHI 7}, BiJl BCTAHOBJIEHOI
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TeMIIepaTypH JUIsl onaieHHs T}, o T4 OXONOKEHHS Ty, o, KON TeMIepaTypa B KIMHATI OITyCKA€ThCS HUKYE TEMIIEPaTypH
OTajyieHHsL, ITpad 30LTBIIYETHCS MPOITOPIIIHHO TOMY, HACKLUTFKM BOHA 3aHATO HU3bKa. OHAK, KOJIM TEMIIepaTypa IepeBH-
IIy€ BCTAHOBIICHY TEMIIEpaTypy JJIsl OXONOPKEHHS, ITpad 301TBIIYETHCS MPOMIOPIIKHO, BigoOpakatoun JUCKOM(OPT Bix
3aHAJITO BUCOKOI TEMIIepaTypH, OCOOIMBO B JITHI MEPiON, KON OXOJIOMKECHHS HeoOXiaHe. [ onTHMaIbHOTO PiBHS BOJIO-
TOCTI HaKJTaAa€ThCs MTpad, KOIU BOJIOTICTh H,, BUXOANUTH 32 MEXKi BU3HaYEHOTO KoM(popTHOTO Aiarazony Bix 40 % mo 60 %.
Heit mrpad 301LIBIIyeThCS BIAMOBIAHO 10 TOTO, HACKUTHKHI BOJIOTICTD BiIXMIAETHCS Bill JO3BOJICHOTO iala30Hy.

Po3pobka koHTpoOJIepa 3 miAKpinIeHHAM

Y oMy miapo3/IiiTi OMFCaHO TIPOIIeC PO3pOOSICHHS KOHTPOJIepa 3 MiIKPIIICHHIM, SIKHI IpHHMae Kepyrodi pillleHHs Ha
OCHOBI IIOTIEpETHRO HABYCHOI ONITHMAITFHOI ITOTITHKH Ta TIepe/ia€ CUTHAIM YIIPABIIHHS 10 3MoaensoBanoi cuctemu HVAC.
KonTponep peanizoBano MoBoto mporpamyBanHs Python 3.11 3 BukopucranasM ppeiimBopky Gymnasium 0.28.1, 1o miza-
TpuMyeThes Farama Foundation i € popkom OpenAl Gym [25]. Gymnasium criemiaabHO po3po0ieHO I CTBOPEHHS Ta
TECTYBaHHS aJITOPUTMIB HABYAHHS 3 TiIKPIIUICHHAM Y KOH(IrypoBaHOMY IIPOCTOPI, /1€ areHTH B3a€EMOIIIOThH 3 HABKOJIHIII-
HIM CepeIOoBHIIEM 32 IOTIOMOTOI0 MEXaHi3MiB il 1 BHHATOPOI, HABYAIOUNCH Ta KOPUTYIOUH CBOIO MOJITHKY KepYBaHHS.

Y Mexax MOCHiKeHHS po3poOiIeHo KacTomizoBaHe cepemoBumie Gymnasium i CHMYNALNiHHOI Tmiatdopmu
EnergyPlus 24.2 — koMIuIekCHOTO 3ac00y €HepreTHIHOTO MOJICITIOBAHHS Oy/1iBEIb, IO Ja€ 3MOTY OIIIHIOBATH CIIOKMBAHHS
eHeprii 3 ypaxyBaHHSIM MMOTPeO y OTajeHHI, OXOIOMKECHH] Ta BEHTHIIALIII.

[Ipocropu craHiB Ta aiii copmoBaHo BianoigHO 10 (1) Ta (2). yHKIIII0 BHHATOPOIAH BU3HAYCHO 3TiAHO 3 (3), M0
Jla€ 3MOTY KUTBKICHO OIIHUTH €(PEeKTUBHICTH Aiif areHTa U JOCSATHEHHS IUTHOBHUX MOKAa3HHUKIB — MiHIMi3amii eHeproc-
TIO)KUBAHHS 32 YMOBHU 30€peXeHHS KOM(POPTHUX yMOB. DyHKIIisI BHHATOPOIH € KIIOYOBHM €JIEMEHTOM, LI0 CIPSIMOBYE
npolLiec HaBYaHHS areHTa.

CxeMaTH4Ha CTPYKTypa CTBOPEHOTO CepeIOBHINA KOCUMYJIAII] TpecTaBIeHa Ha puc. 1.

&

State

(zone air temperature/humidity/CO2,
putd&)r air-dry bulb temperature
o heating/cooling setpoint, ™
/ natural gas meter consumption,
/ electricity meter consumption

v
Yes
- — — -Reward— — —>RL| i b

A\

l

(minimize consumption,
2 keep user comfort)

A /
\ /
X /
™ s

" . Botion e
(supply air temperature setpoint)

>

P~
C

Puc. 1. Cxema HaBYaHHA 3 NiAKPiNJIeHHSIM Yy o€HAHHI 3 cumyJsiniero EnergyPlus
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Jist 3a6e3medeHHs IporpaMHOro TOCTYIY 0 nporecy cumyisamii B EnergyPlus mu Bukopucramu EnergyPlus Python
API, sxuit Hanae iHTErpariitHi MOXKIHBOCTI 3 PppeitmBopkoM Gymnasium. Ile nae 3mory cepenosumry Gymnasium HaacH-
naté kKoMaHau 10 cumymanii EnergyPlus Ta orpuMyBati 3BopoTHi qani. Taka iHTerparis ¢popmye TBOHaNpaBICHUI KaHA
3B 3Ky, /Ie 3MiHHI CTaHU CHMYIIALIi MOCTIHHO MEepealoThCs 10 aIrOPUTMYy HaBYaHHS, a Aii, 3alIpOTIOHOBAHI areHTOM,
peanizyroTecs B cepenosuili EnergyPlus.

Jns HanmamTyBaHHA alIrOpPUTMy B Me)KaxX IFOTO CIICIiaTi30BaHOTO CEPElOBHINA BHKOpUCTAHO Oi0mioTeky Ray
Reinforcement Learning Library (RLib) Bepcii 2.20.2. Rlib — e BucokopiBHeBa BiakpuTa 6i0ioTeka, mpr3HadeHa s MacIl-
TabOBaHMX, TOTOBHUX JI0 BIPOBAHKECHHS aJITOPUTMIB HABYAHHS 3 MiJKPIIUICHHSAM, 30KpeMa, airoputmy PPO Ta iHmmx [26].

VY Xomi mOCHiKEHHS 3aCTOCOBAaHO Taki TilleprmapaMmeTpd IS HamamTyBaHHS anroputMy PPO: koedirieHT mwmc-
xoHTyBaHHSA y = 0.95, mBuakicts HaBdanHA /r = 0.003, ontuMmizarop — Adam, modarkoBuii koedinienT KL-muBeprenmii
kil coeff'= 0.3, po3mip HaBYaNmBHOTO TAKeTy train_batch size = 2880, po3Mip MiHITTAKETY CTOXaCTUYHOTO TPaIi€HTHOTO
cycky sgd_minibatch_size = 360, xoedimienT Brpar ¢yHKMI{ iHHOCTI Vf loss coeff = 0.01, mapamerp oOpi3aHHS TOTi-
TUKH clip_param = 0.2, BUKOPUCTaHHS KPUTHKA SIK 0a30Boi (QYHKIIT use critic = true, 3aCTOCYBaHHS TEHEPATi30BAHOTO
ouintoBanHs nepeBaru (GAE) use_gae = true. Takox aKTHBOBAHO IIap JOBTOTPUBaoi KopoTkodacHoi mam’sati (LSTM) st
TTOKPAIIEHHS POAYKTUBHOCTI B 337a4aX i3 4aCOBOIO 3AJICKHICTIO. J{)11 HaB4aHHS BUKOPUCTOBYBaBCS (ppeiiMBopK Torch.

[IpoBeneHo HU3KY IMKIIIB HABYaHHA Ta BaJiJallii 3 METOIO BIOCKOHANEHHS Mozeni. i mukimu BKITtogany itepariitai
3aITyCKH CUMYIIALIH, i 9ac sSKUX MOJITHKA areHTa IMOCTIHHO aJanTyBajach Ha OCHOBI 3BOPOTHOTO 3B’ SI3KY 3 CEPEIOBH-
mem. [Iporiec HaBYaHHS TPUBAB 10 OCSTHEHHS MEBHOI KITBKOCTI KPOKiB timesteps = 2 880 000 (1000 emizomiB), micist
goro 30epiranacs HalKpara moiTHKa.

Po3pobnenuii momaTtox A KOCHMYIIALIT Mae KOHCONBHUM iHTepdetic. [Ipukman poboTn, BUBIA MOTOYHOI iTepartii,
emi30y Ta 3HaUYEeHHSIM BHHATOPOIH HaBeldeHO Ha puc. 2. EnergyPlus mae ommito renepanii BUXigHUX (aifmiB y dpopmarti
«CSV», IO MICTATH PE3yNbTaTH CHUMYJIAMii. 30KpeMa, Imicis 3aBepIIeHHs cuMyisimii GopmyeThest (aiin «eplusout.csvy,
SIKUH MICTHTB iH(OpMAIlito PO 3HAYCHHS 3MIHHUX, BCTAHOBJICHI MapaMeTpy Ta JIYMIbHUKHA Ha BCiX KpOKaxX MOJIEIIO-
BanHs. Lli maHi BukopucTaHOo 1y TOOyHoBH TrpadikiB Ta Bidyamizamii mpouecy cumymsmii. bibmioreka Ray 3maiiicHioe
JoryBaHHs pe3ynsratiB y TensorBoard, mo mae 3Mory aHami3yBaTé METPHKH HaBUYAHHS Ha BCIX iTepamiix.

B Select Administrator: Node,s command prompt - poetry run rllib --env OfficeEnv - o x

RUNNING

mulat

Puc. 2. Ilpouec BUKOHAHHS PO3POOJIEHOT0 10AATKY KOCHUMYJISIT

ExcnepumeHTaNbHI 10C/TiIKEHHS

ExcniepumenTn peainizoBaHo Ha HOyTOyIi Asus Vivobook Pro, ocnamenomy 8-saepuum npouecopom AMD Ryzen
7 6800H 3 taktoBoto wactororo 3.20 I'Tu, 32 I'b oneparuBHoi mam’siTi Ta 12-spepuumM rpadivnum npouecopom AMD
Radeon 680M mix kepyBanHsM omnepauiiinoi cucremu Windows 11 Pro.

VY upoMy JOCHIPKEHHI BUKOPUCTAHO CEPEIOBHIIE CUMYIISILIT OyniBii Ha ocHOBI MozentoBanHs B EnergyPlus Bepcii
24.2.0. JIns cumynsiniid 3aCTOCOBAaHO MOJIENb CepeTHbOro odicHoro OymuHKy y dopmari «idf» 3 mpuknanis OpenStudio
Application Bepcii 1.8.0, 110 npoaemMoHcTpoBaHO Ha puc. 2. JlaHi mpo MOroaHi YMOBH ISl CUMYJISIIT BUKOPUCTAHO IS
JBBIBCHKOTO MiXXHapogHoro aepornopty 3a 2009-2023 poxwu (daitn «UKR LV Lviv.Intl.AP.333930 TMYx.2009-2023.
epw») 13 Perno3uTOopil0 KIIMAaTHYHUX JAHUX JUIsd CUMYJSILiN OyniBesb. ByaiBins Mae oaMH MOBEpX BHCOTOI 3 METpH,
YOTUPU MPUMIIIEHHS NIMPUHOIO 1 TOBXHUHOI0 10 10 M, 30BHILIHI CTiHHM, 3BeJieHI i3 e ToBiuHO0 100 MM, 1ax 3 ner-
Koro 6etoHy ToBuiuHO0 100 MM, /Ba BikHa i ofiHI MeTasneBi aBepi (puc. 3).
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Puc. 3. Moaenb odicHoi 6yaiBii, BAKOPUCTAHA A CUMYJISIIT

Mopnenb Oymisii ocHarneHa cuctemoro HVAC 3 OBITPSIHUM KOHTYPOM, siKa 0OCIYTOBY€E TEILUIOBY 30HY (puc. 4).

Supply Equipment A 4

h Demand Equipment

Q

zone q 4
L fo

T

=

Puc. 4. Cucrema HVAC 3 noBiTpsiHUM KOHTYPOM

Cucrema BKIIIOYa€E 0a30BUI O0XOJIO/DKYBAJIbHUI OJIOK 13 MPSIMUM PO3LIMPEHHSIM 3 OJHOUIBHIKICHUM KOMIIPECOPOM.
HarpiBaHHs B NOBITPSIHOMY KOHTYpi 3a0€311e4y€eThCsl Ta30BUM HarpiBaJIbHUM €JIeMEHTOM. PelupKyIsiiist HoBiTps 3/1iH-
CHIOETBCS 32 JIOIIOMOTOI0 BeHTHIIsITOpa. CHcTeMa NMPUINIMBHOTO IMOBITPS BINIOBIAE 32 MOAYy 30BHILIHBOTO ITOBITPS
Ta BEHTUJIAILII0 OCHOBHOTO MOBITPSIHOTO KOHTYpY. BoHa 3a0e3nedye 3MinryBaHHs CBIXKOTO 30BHIIIHBOTO MOBITPS 3 MOBI-
TPSIM, 1[0 TOBEPTAETHCS 3 MPUMIILIEHB, MMICJISL YOT0 3MillIaHe TOBITPS MiIA€THCSI KOHAMLIOHYBAHHIO (OXOJIOKEHHIO 200
HarpiBaHHIO) IepeJl MOBTOPHOO Tozadero B 30HU. CHCTeMa IPaIioe 3 MOCTIHHOI BUTPATOIO TOBITPS 63 MOXKIMBOCTI
peryJioBaHHs oiaBaHHs a00 MOBTOPHOTO HarpiBy. Mozenb BKIIIOYa€ YOTHPH MPUMILICHHS 3 BU3HAYEHUMH TEIJIOBUMHU
HaBaHTKCHHSIMH BiJl JIIOJEH, OCBITIIEHHS Ta SJIEKTPHUYHOI0 00jagHaHHs. Po3kimaam it OCBITIICHHS, KIJIBKOCTI JIFOJeH
Ta eJIeKTPUYHUX MPHIIAJIB, a TAKOXK OXOJIO/PKYBAIBHHUX 1 HarpiBaJbHUX YCTABOK 3MIHIOIOTHCS 3aJISKHO BiJ Hacy 100w,
poOOYHX ITHIB Ta CBATKOBUX HEPIOIIB.

Cumymsnis B EnergyPlus oxomumioe oguH kaneHnmapHuil micsip, 3 1 mo 30 kBitas 2023 poky. s MomemtoBaHHS
BCTAHOBJICHO KPOK CUMYJLLii timestep = 4, mo Bianosinae inrtepBany 15 xBuimH. [HII mapamerpu Mozesni Oyaisii Ta
HaJIAIITYBaHHS CUMYJISILIT HaBeleHO B TalI. 2.

[IpoBeneHo cepiro eKCIIEPUMEHTIB 3 HAJALITyBaHHSAM TilleprapaMeTpiB areHTa IIMOOKOT0 HAaBYAHHS B PaMKax po3-
pOOJIEHOTO CepeIoBHUINA KOCUMYJISLIT, TOYNHAIOUN 3 KOPOTKOTPHBAJIOTO cuMyJisniiHoro nepiony (1 neus), 96 000 kpokiB
yacy Ta 1000 enizoxis. L{e nano 3mory anropurmy PPO uacrimie OHOBIIOBAaTH TMOJIITHKY, IO CIIPOLIYE areHTy HaBUYAHHS
II0JICHHUX TTaTEPHIB, 3MEHIIIy€ BapiaTHBHICTH JOCBiLYy Ta 3a0e31euye cTa0lIbHINIMN HaBYAIBHIN CUTHAJ 3aBASKH Hajla-
LITOBaHIA QyHKILIi BUHArOpou. MU 3aCTOCOBYBAJIH Mi/IX1/T TOCTYIOBOTO HAaBYaHHSI, 301IbIIYIOUHM TPUBAIICTH CUMYJIALIT,
KOJIM €()EKTUBHICTh areHTa MOKpaulyeThes. Lle mpumBruAImIiIO UK pO3pOOKH Ta TECTyBaHHSI, IPH LIbOMY PO3IIUPEHHS
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Tabmmi 2
MapameTrpu cumyJasuii Moaeai OyaiBai
IMapameTp 3HaveHHs OnnHnus
Kinekicts moneit 0,05 Jroei/m?
IIBUAKICTD YTBOPEHHS BYIJICKUCIIOTO Ta3y 0,000038 L/s-W
ToTyXHICTh OCBITJICHHS MTPUMILIICHHS 10 W/m?
TToTyXHICTb eIEKTPHIHOTO 001 JHAHHS 5 W/m?
TloTyxHicTs IpHHTEPA 200 W
3ajiaHa TemIeparypa Ha OHaJeHHS 15.6 oC
(322:00 10 06:00) ’
3ajiaHa TemIepatypa Ha OHaleHHS 21 oC
(3 06:00 10 22:00)
3ajiaHa Temreparypa Ha OXOJIOIKCHHs 2.7 oC
(322:00 10 06:00) ’
3ajiaHa TeMIieparypa Ha OXOIOIKCHHS 24 oC
(3 06:00 o 22:00)
AJTOPUTM TEIIOBOTO OaaHcy ODyHKIIis Teronepeadi uepe3 oropoaKyBajibHi KOHCTPYKIIT
AJITOPUTM TEIUIOBOTO GajaHCy MOBITPS MeTox 3BOPOTHOI Pi3HHULI TPETHOTO MOPSAKY
ANTopuTM BHYTPIIIHBOI KOHBEKIIii HA TTIOBEPXHI TARP
AJTOpUTM 30BHINTHBOT KOHBEKIiT HA TOBEPXHI DOE-2
KinbkicTh KPOKIB CUMYJIALIT HA TOJUHY 4

Ha TPHUBAJIII CUMYJIALiHI TIepioau MOTPiOHO AT BAOCKOHAJCHHS IMiIXOMY, OCKITBKH Ja€ 3MOTY 3aXOIUTH BCi CKIIA-
vomi ynpasiiaaa HVAC-cucremoro.

[Ticnsg mporo eramy TpeHyBaHHS e(eKTHBHICTH HABYCHOTO CTPATErii KepyBaHHS OLIHEHO NUIAXOM ii BIPOBAHKEHHS
Ta KePyBaHHS MOJIEIUTIO OYIiBIIi MPOTATOM MicArs. [[poqyKTHBHICTE KOHTpOJIEpa IIIHOOKOTO HaBYAHHS OI[IHEHO IIUIIXOM
aHaJII3y CYKYITHHX HAaKOITMYEHUX BUHATOPOA. 3arajioM pe3ylIbTaTH IPOJEeMOHCTPYBAJIH 31aTHICTh KOHTPOJIEpA OXHOYACHO
e(eKTHBHO ONTHMi3yBaTh KiUTbKa ITiIeH, BU3HAYEeHUX Y (3).

[Ticns eTarmy TpeHyBaHHS MTPOIYKTHBHICTH KOHTPOJIepa IMTMOOKOTO HAaBYaHHS ITOPIBHSIHO 3 0230BOIO CTPATETIE0 KEPYBAHHS
TEMIIepaTypor0 TPHIUTUBHOTO TOBITPs, peamizoBaHo0 KoHTposepoMm «OutdoorAirReset» Setpoint Manager B EnergyPlus.
Leit koHTpONIEp 3a0e3medye XOpOmuii 6ataHc MK CTPATETisIMU MITITPIBY 1 OXOTOKEHHS HAa OCHOBI METOIY 3MEHILICHHS
TeMIIepaTypH 30BHIITHHOTO NOBITPs. KoHTposep OyB HajamToBaHW Ha TUHAMIUHY KOPEKIIO TEMIIepaTypH MPHILTUBHOTO
TIOBITPS HA OCHOBI 30BHIIITHIX YMOB: 3 HAJIAIITYBaHHAM TEMITEPATypH ToAaBaHHA MOBITPs 12,8 °C, Koy 30BHIIIHS TeMIepa-
Typa cTaHoBHTS 15,6 °C abo HIKYE, MOCTYIIOBO 30UTBITYIOUNCH 10 3Ha4eHHA 18,3 °C, KoJH 30BHIIIHS TeMIepaTypa J0csrae
26,7 °C abo Bue, 3a0e31euyoun e(heKTUBHE OXOIOKEHHS MIPH 30epeskeHHI KoM(OPTy B Pi3HUX MOTOJHUX YMOBAX.

PesynprarTy MoMiTHKY KEPyBaHHS TEMIIEPaTypoOIo MPUILTUBHOTO MOBITPs areHToM RL 1 6a30B0i cTparerii A mepiioro
TWDKHS KBITHS IIpEJCTaBJIeH] Ha puC. 5, Jie TAKOX HAaBEAECHO HAJALITYBaHHS TEPMOCTATIB JUIS OIAJICHHS Ta OXOJIOIKESHHS,
a TaKOX KPUBY TEMITEPaTypH 30BHIIIHBOTO TOBITPS IS TIOPiBHIHHS.

== Outdoor Air Drybulb Temperature = Heating Setpoint Temperature

Cooling Setpoint Temperature == Supply Air Temperature (Baseline)

Supply Air Temperature (Agent)

29

L [ | Y | Y e N
" \/

14

Temperature, °C

1
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Puc. 5. [loiTnka pery1ioBaHHSI TeMIIEPATYPH IOJABAHHS NMOBITPS NPOTITOM OHOTO THKHS, IIOPIBHSIHHSA MizK
areHTOM 3 MiAKPiNJIeHHsIM Ta 0a30BUM KOHTPOJIEPOM
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3ayBa)KIMO, 10 1-TO KBiTHS, Ha MOYATKy pOoOOYOro IHS, 0OHWIBa KOHTPOJIEPH HAMATAIOTHCS IMiIBUIIATH TEMIIEpa-
Typy TIOJaBaHHS MOBITPS A0 KOM(OPTHOTO UIS MPHUMIIIeHHS piBHA. [IpoTsrom AHA Temmeparypa MOAaBaHHS IOBITPS
3HIKYETHCA Y 3B’ 513Ky 31 3pOCTAHHSIM TEMIIEpaTypH 30BHIITHHOTO MOBITPS. 3-TO KBITHS MPOTITOM POOOYNX TOTUH areHT
3 HABYAHHSM 3 MiAKPITUICHHSIM HaMaraeThCsl MiABHUIUTH TEMIepaTypy MOIaBaHHA MOBITPS, MO0 MIATPHAMYBATH TEMIIE-
patypy B IpHUMIIIEHH] B MEKaX yCTaHOBJICHUX PiBHIB HArpiBy Ta OXOJOMKEeHHS. HaTomicTh 6a30BUii KOHTPOJIEp 3HIKYE
TeMIeparypy MoJaBaHHS MOBITPS [0 MiHIMAaIbHOTO 3HAYCHHS, 3a0e3medyroun ii B MPUMIIIEHHI Ha HIDKHIA MEXi KOM-
¢doptHOTO miamazoHy. IlopiBHSIHHS yMOB KOM(OPTY B IPUMIIIEHHI, BKIIFOYAI09N TEMIIEPATYPY, BOIOTICTh Ta KOHIIEHTpPA-
nito CO, y moBiTpi, MPOIEMOHCTPOBAHO HA puC. 6.

" N_A

15

™~
a

Temperature, °C

=—Z0ne Mean Air Temperature{Agent) =—Z70ne Mean Air Temperature(Baseline)
55
45
35

25

Humidity, %

15

= Humidity (Agent)

Humidity (Baseline)
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= Air CO: Concentration{Agent)
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= Air CO; Concentration(Baseline)

Air CO: Concentration, ppm

Puc. 6. ITopiBHsIHHA KOM(}OPTY B NpUMillleHH]

HaxonnyeHe HaBaHTa)KeHHS HA ONAJICHHs, COPMOBAHE areHTOM 3 HABYAHHSM 3 MIIKPIIUICHHSIM Ta TPaJULiHHOI0
CHCTEMOIO KepYBaHHS Ha OCHOBI METO/ly 3MEHIIICHHS TEMIIEPaTypH 30BHINIHBOTO MOBITPs1, IPOAEMOHCTPOBAHO Ha puc. 7.
SIK BU/IHO, QITOPUTM HaBYaHHS 3 MiAKPIIUICHHSM AEMOHCTPYE OLIbIIY e(heKTUBHICTh, 32a0€311eUyI0YH EHEPrOCIIOKUBAHHS
962,5 kBt-ron eneprii 3a micsip. Lle cTaHOBUTH CKOPOUCHHSI €HEProCIOKMBaHHs Ha 27,8 % MOpIBHSIHO 31 CTaHIapT-
HUM KOHTPOJICPOM, SIKHii 3a0e3eurB eHeprocnoxuants 1248,8 kBT rox 3a Toil camuii mepios, npu oMY 30epirawdn
HaJISKHUH piBeHb KOM(OPTY B puMileHHi. OTpuMaHi pe3yiabTaTy MiJKPeCcIO0Th MOTSHIIa IHTEIEKTya IbHUX CHCTEM
KepyBaHHS JJIsl ONITUMI3allil €eHeProCIoKUBaHHs Oy iBEIb.
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Puc. 7. Hakonu4yene HABaHTaKEeHHS M0 ONajeHHI0 areHToM RL Ta 6a30BUM KOHTpOJIEPOM
BucHoBku
VY 1poMy JOCHIPKEHHI 3allpONOHOBAHO 1HHOBAIIMHUK MX1J 0 YIPaBIiHHS CHCTEMOIO OMNaJICHHs, BEHTHIIAIT Ta

KOH/IMIIFOBAHHSI MOBITPs y OyAiBJISIX, IO Mepeadadac BUKOPUCTAHHS IHTEJIEKTYalIbHOIO KOHTpOJIepa 3 HAaBYaHHSIM 3 Mijl-
KpIIJICHHSIM, Ha OCHOBI Oe3mojensHoro anroputmy Proximal Policy Optimization. 3anporoHoBaHMI TiJXiJ IHTETpye
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CUMYJIIAIIiI0 eHeprocnoknBaHHs odicHOI Oyaisni B EnergyPlus, mo 3abe3nedye ToUHM 1 AUHAMIYHUI OMUC MTOBEIIHKI
CHCTEMH Y Pi3HHX 3aJia4ax KOHTPOIIO, 30KpeMa, B PEry/IIOBaHHI TeMIIepaTypH ITOJaBaHHs HOBITPS 10 CHCTEMH.

Po3pobreno cepenosuiie ko-cuMyssamii Gymnasium Ui BIOCKOHAJIIEHHS CTpATeTii yIpaBIiHH 3a JOITOMOTOIO aJIro-
PUTMIB HaBYaHHA 3 MiAKpitUIeHHSIM. EQEeKTUBHICTh CTBOpeHOTO TMO0KOro RL-KOHTpOJIepa MOpiBHAHO 3 TPaaHIiHIM
KOHTPOJIEPOM, SIKHI BUKOPHCTOBY€E METOJ KOPHUI'YBaHHS 3a JOIIOMOTOIO 30BHILIHBOT TEMIIEpaTypH MOBITPs. Pesynbraru
MIOKa3aJId 3Ha4YHE TOKpAIIEHHs eHeproe()eKTUBHOCTI, eKOHOMIs eHeprii ckiana 27,8 % mnpu 30epeskeHH] KoM()OPTHUX
YMOB Y IPUMIIIEHHI, BKIIOUAIOUN TEMIIEPaTypy, BOJOTIiCTh Ta piBeHb KoHIeHTpamii CO,.

Mertomonorist HaBYaHHS 3 MIOKPIMJICHHAM Ma€ MOTEHIiad 3pOoOWTH CKIaaHI cTparerii KepyBaHHA IOCTYITHIIINMHU
Ut BrIpoBapkeHHS B peaitbHi HVAC-cuctemu. Ha BiaMiHy Bif TpaaWIliitHOro KepyBaHHS Ha OCHOBI MojeJel, IHOoKe
HABYAHHS 3 MiAKPIIUIEHHAM HE MOTpeOye TOYHOTO MAaTeMAaTHYHOTO MPEICTaBICHHS (Di3MYHOI CHCTEMH. 3aMiCTh BHKO-
PHUCTaHHS CKJIaTHUX PIBHSIHD PIIIEHHS IIOIO0 YIPABIIHHS MPUAMAIOThCA O€3MOCEepeHhO HAa OCHOBI CIIOCTEPEKEHD 3a
3B’A3KOM MiXK BUKOHAaHUMH isIMH Ta IXHIMH HaCIIiIKaMH JJIsl CTAHy CUCTEMHU.

JochimKeH s AKPECTIOE TePCIEKTHRY MOETHAHHS IITYYHOTO IHTENEKTY Ta yrpasiiHas cuctemoio HVAC, cnpus-
I0YH BIPOBAPKEHHIO PO3YMHUX CHCTEM CHEPrOMEHEPKMEHTY B PEaIbHUX YMOBAX.
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