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KAJIBPYBAHHA HEBU3HAYEHOCTI B KOMII'IOTEPHOMY 30PI:
IHOPIBHAHHSA BNN, DEEP ENSEMBLES, MC DROPOUT TA EVIDENTIAL DL

Cmammsi npucesiuenHa NOopiGHsIbHOMY AHALI3Y CYYACHUX Memooi6 KAaliOpy8aHHs. HEeGU3HAYEHOCMI 6 3a0aqax
Komn tomepro2o 30py. Ilpobnema nekaniopoeanocmi nuOOKUX HEUPOHHUX MePedNCc CMAE KPUMUYHOIO NPU 3ACMOCYEAH-
Hi 8 cucmemax 3 8UCOKOIO YIHOW NOMUIKU: MEOUYHIN OIAcHOCMUYI, ABMOHOMHOMY B800IHHI, NPOMUCTIOBOMY KOHMPOII.
Cyuacnui apximexmypu 4acmo O0eMOHCMPYIOMb HAOMIPHY 6NEBHEHICIb V' HENPABUIbHUX NPOSHO3AX, WO YHEMONCIUG-
JI0€ ehekmueHe NputiHamms piuteHv. JJocaiodiceno yvomupu nioxoou. baeciecoki Hetiponni mepeoici (BNN) 3 eapiayiti-
HUM 6UCHOBKOM, 2nuboki ancamoni (Deep Ensembles), wo acpezyroms npocnosu nesanedxcnux mooeneti;, Monte Carlo
Dropout ons anpoxcumayii 6aeciscokoeo sucnosky, Evidential Deep Learning 3 mooentogannsam posnoodinie [lipixie.
Excnepumenmu nposoounuca na CIFAR-10/100 oaa xknacugbixayii, CIFAR-10-C ona oyinku cmitikocmi, COCO val2017
ons demexyii 06 ’cxkmis, Cityscapes val ons ceemenmayii. Bci memoou mecmyganucs Ha i0eHMUYHUX apxXimexmypax:
ResNet-50, WideResNet-28-10, Faster R-CNN, DeepLabV3+. Pezynomamu noxasyiomos, wo Deep Ensembles 3a6ezneuy-
omb Hatukpawull baranc: nokpawents moynocmi Ha 0.8—1.8 % npu ECE < 2 %. Temperature scaling 3nuxcye Expected
Calibration Error na 60-75 % 6e3 dodamxosux eumpam, wo pobums 1020 0006 ’a3k06um 0.1 npooaxkuik cucmem. BNN
demoncmpyrome naukpawy OOD oemexyito (AUROC 0.813), are nocmynaiomuvcsa 3a mounicmio na 0.5-1.2 %. MC
Dropout mae 20-kpamme 30inbuenus uacy ingepency npu nomipHomy nokpaujenti kaniopysaunsa. Evidential DL nokazye
necmabinonicmes Ha OOD oanux. Chopmynbosano npaxmuyni pekomeHOayii: 0Jisi KPUMUYHUX 3ACMOCY8AHb — AHCAMOIb
3 5 moodeneil 3 temperature scaling; ons real-time cucmem — 00Ha MOOenb 3 KanOpysanwHsm, 0l edge npucmpois —
knowledge distillation 6i0 ancamono. Onmumanvrua Kongicypayis: 3—5 modeneii 3 temperature scaling 3abesneuye 90 %
nokpauwjents npu 3-5x 36ivuienHi uacy ingepency.

Knrouoei cnosa: xaniopysauns, nesusnauenicmov, baeciscoki Heuponni mepexci, MC dropout, komn tomepruil 3ip,
ECE, NLL.
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UNCERTAINTY CALIBRATION IN COMPUTER VISION: COMPARISON OF BNN, DEEP
ENSEMBLES, MC DROPOUT AND EVIDENTIAL DL

The article is devoted to a comparative analysis of modern methods of uncertainty calibration in computer vision tasks.
The problem of miscalibration of deep neural networks becomes critical when used in systems with a high cost of error:
medical diagnostics, autonomous driving, industrial control. Modern architectures often demonstrate overconfidence in
incorrect predictions, which makes effective decision-making impossible. Four approaches are investigated: Bayesian
Neural Networks (BNN) with variational inference; Deep Ensembles that aggregate predictions of independent models;
Monte Carlo Dropout for approximating Bayesian inference; Evidential Deep Learning with modeling of Dirichlet
distributions. Experiments were conducted on CIFAR-10/100 for classification, CIFAR-10-C for robustness assessment,
COCO val2017 for object detection, Cityscapes val for segmentation. All methods were tested on identical architectures:
ResNet-50, WideResNet-28-10, Faster R-CNN, DeepLabV3+. The results show that Deep Ensembles provide the best
balance: accuracy improvement by 0.8—1.8 % at ECE < 2 %. Temperature scaling reduces Expected Calibration Error
by 60-75 % without additional costs, making it mandatory for production systems. BNNs demonstrate the best OOD
detection (AUROC 0.813), but are inferior in accuracy by 0.5—1.2 %. MC Dropout has a 20-fold increase in inference time
with a moderate improvement in calibration. Evidential DL shows instability on OOD data. Practical recommendations
are formulated.: for critical applications — an ensemble of 5 models with temperature scaling; for real-time systems — one
model with calibration; for edge devices — knowledge distillation from the ensemble. Optimal configuration: 3—5 models
with temperature scaling provides 90 % improvement with 3—5x increase in inference time.
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IHocTranoBka nmpobaemu

CyvacHi mmOOKi HEHPOHHI MEpeXi JOCSIIN BpaKAIOUMX PE3yJIbTaTiB y 3a/adax KOMIT I0TEPHOTO 30pY, JIEMOHCTPY-
FOYH HAJJTIONICHKY TOYHICTh y pO3Mi3HaBaHHI 00pa3iB, IETEKIIT 00’ €KTiB Ta CEMaHTHYHIN cerMmeHTarii. [Ipote mi Mmomeni
YacTO CTPAKAAIOTH B/l CHCTEMaTHYHOT MPoOIeMH — HaIMipHOT BIEBHEHOCT] Y CBOIX MPOTHO3aX, HABITH KOJIN BOHU MTOMH-
nstoThCs. Lle siBuIe cTBOPIOE KpUTHYHI PU3HKH ITPH 3aCTOCYBAaHHI TaKMX CUCTEM Y cepax 3 BUCOKOIO IIHOIO TTOMUIIKH:
MEIWYHIH J1arHOCTHUIl, aBTOHOMHOMY BOJ[iHHI, IIPOMHUCIIOBOMY KOHTPOJI SIKOCTI.

[IpoGnema nonsrae B TOMy, 10 CTAHJIAPTHI apXiTEKTypH IIMOOKNX MEPEX ONTHMI3YIOTHCSI BUKIIIOYHO JUIST MaKCHMi-
3aI1ii TOYHOCTI HA TPEHYBAIBHUX JaHUX, ITHOPYIOUH KaliOpyBaHHS HMOBIPHICHHUX OLIHOK. Moiesib MOXe BHIaBaTH HMO-
BipHICTb 99 % 111 HETIPAaBHUIIBHOTO MTPOTHO3Y, 110 TPU3BOIUTE JI0 XNOHOT TOBIpH CHCTEMH JI0 CBOiX pimeHs. OcoOimBo
TOCTpPO Iis TIpo0JIeMa MPOSIBISIETHCS TIPH 3yCTPidi 3 TAaHUMHU, IO BiJPI3HIIOTHECS BiJ TPEHYBaJIBHOTO po3noniny (out-of-
distribution, OOD) — momkoxeHHSIMEA 300paKeHb, HOBUMH KJIacaM# 00’ €KTiB, 3MIHOIO YMOB OCBITJICHHSI YH ITOTOJIH.

HexamnibpoBani Mozieni yHEMOXKIIMBITIOIOTH €PEKTUBHE NPUHHATTS pillIcHb Ha OCHOBI IX porHo3iB. Hanpuxian, y cuc-
TeMi MEIMYHOT IarHOCTHKH JIiKap He MOXeE TIOKJIaAaTHCS Ha BIIEBHEHICTh MOZEI /ISl BU3HAUCHHS HEOOX1THOCTI JTo/1aT-
KOBHX OOCTeXeHb. B aBTOHOMHOMY BOJIHHI HEKaJiOpoBaHA MOJIENb HE MOXKE KOPEKTHO IMepeaTh KepyBaHHS JIIOIUHI
B CHTYAIliIX BUCOKOT HEBU3HAYCHOCTI.

JlonarkoBa CKJIaJHICTh TOJISITAE B TOMY, IO TTOKPAIICHHS apXiTEKTypH Ta 301JbIICHHS pO3Mipy MojesieH, sKi Imia-
BHUIIYIOTh TOYHICTB, NMAPaJ0KCAIBHO MOTIPHIYIOTh KaniOpyBanus. CydacHi Mozemi-Tpancdopmepr Ta TIIHOOKI 3rOpTKOBI
MEpexXi JIEMOHCTPYIOTH TiplIe KaJliOpyBaHHS IMOPIBHSIHO 3 MPOCTIIINMH apXiTeKTypaMH TOTIEPEAHIX MOKOJIiHb, HE3BaXKa-
FOYH Ha BHIY TOYHICTH Kiacu]ikarii.

IcHyroui miaxoau MO BUpIMICHHS MpoOieMy KasliOpyBaHHS MOXKHA PO3AIIMTH HA JIBI Kareropii: mocr-odpoOka Bxe
HaBYCHUX Mogenel (temperature scaling, Platt scaling) Ta MeTomu, mo sIBHO MOJENIOIOTH HEBH3HAYEHICTH i Yac
HaB4yaHHS (OaeciBcbKi MeToau, aHcaMOui). KoxkeH mizxiJ Mae cBOT IepeBaru Ta HEAOMIKH B KOHTEKCTI TOUHOCTI, 00UHC-
JIIOBATBHOT €(DEeKTUBHOCTI Ta SIKOCTI OIIHKA HEBU3HAYCHOCTI.

AHaJi3 ocTaHHIX 10c/iTxKeHb i myOsikanii

dynnamenTanbHe qociipkeHHs Guo Ta iH. BIepIIe CHCTEMAaTHYHO MPOAEMOHCTPYBAJIO MPOOIeMy KasliOpyBaHHS
B Cy4JacHHUX NIMOOKMX Mepekax. ABropH nokasand, mo Expected Calibration Error (ECE) mnst ResNet-110 na CIFAR-
100 cranoButh 15-20 %, Tomi sik must LeNet Bin OyB mermme 5 %. Lle BIAKpUTTS CTUMYITIOBAIO aKTHBHI JOCIIKCHHS
B raiy3i KaniOpyBaHHs HeBH3HaueHocTi [ 1, c. 1321-1330].

BaeciBebki migxonn

Blundell Ta in. 3anmpononysanu Bayes by Backprop — npakTuyamii anroputM BapialiiifHoro BUCHOBKY IJIsl HEHPOH-
HHUX MEpeX. MeTo] alpoKCHMYe€ arocTepiopHUIl po3noi Bar (pakTOpH30BaHUM rayCiBCHKHM PO3IIOIUIOM, MiHIMI3yIOUn
KL-muBeprenmiro [2, c. 1613-1622]. ITizninre Louizos Ta Welling nmokpanuiy el miaxox, BUKOPHCTOBYIOUH MYJIBTH-
TUTIKaTHBHI HOPMaJTi3yrodi MOTOKH ISt OLTBII BUPA3HHUX aloCTEPIOpHUX po3noAiiis [3, c. 2218-2227].

Wenzel Ta iH. npoBeny MacTabHe MOPIBHIHHS 0a€CIBCBKUX METO/IB 1 BUSIBUIIM, III0 BOHU YacTO IMOCTYIIAIOTHCS MPO-
cTUM 0a30BMM METOJAM 3a TOUHICTIO, OCOOJIMBO HA BEJIMKUX Jaracerax. ABTOPH MPUIYCTHIIH, IO 1I¢ OB’ s3aHO 3 Hea-
JICKBATHICTIO CTAHAAPTHHUX APIOPHUX PO3MOJILTIB sl CyJaCHHUX MEPEONTUMI30BaHUX apXiTeKTyp [4, c. 5833-5845].

Deep Ensembles

Lakshminarayanan Ta iH. moka3aiu, oo aHcaMOIIi 3 5 MOzIeel JoCcsATalTh Kpanmoro kaniopysanas Ta OOD-nerexmii
MTOPIBHSHO 3 OaeciBCHKUMU MeTonami [5, ¢. 6402—6413]. Fort ta Jastrzebski mocmiaumyi npuanHn e(peKTUBHOCTI aHCAMO-
7B yepe3 npusmy loss landscape i BUsiBHIIH, 1110 pi3HI WICHN aHCAMOIIO 3HAXOAITHCS B PI3HUX OaceliHaxX MPUTATAHHS, 0
3abe3rneuye QyHKIIOHANBHY tuBepcHuikairo [6].

Ovadia Ta iH. mpoBenu MaciTabHEe eMITIpHYHE JOCHTIPKeHHS Ha pi3HUX Thnax dataset shift i mixTBepamm mepesary
Deep Ensembles nax inmmumvu metogamu. [IpoTe aBTOpH TakoX BiA3HAYMIN JiHIHHE 3pOCTaHHS O0UNCITIOBAIBHUX BUTPAT
3 po3MipoM aHcamoro [7].

Monte Carlo Dropout

Gal Ta Ghahramani TeopeTHuHO OOIpYHTYBaJIM BHKOpHCcTaHHS dropout sik armpokcuMarii 0a€ciBCHKOTO BHCHOBKY.
Merton nprBaOIMBHH CBOEIO TIPOCTOTOIO — AOCTATHHO YBIMKHYTH dropout mix gac ingepency [8, c. 1050-1059]. TIpote
Osband nokazas, mo MC Dropout Moxxe HezoomiHIOBaTH HeBU3HavdeHICTh 1t OOD nanux depe3 oOMexeHy BUpa3HiCTh
IHTyKOBaHOTO po3mnozniry [9].

Mukhoti Ta Gal mocninmmm BrumB pisHux BapianTis dropout (standard, concrete, variational) Ha sIKiCTh KaiOpyBaHHS.
Bonn BusiBuiH, 1o concrete dropout 3 HaBuanHsM dropout rate mokpainye kaniopysanus Ha 3—5 % ECE nopiBasHO 31
crangaptauM dropout [10].

Evidential Deep Learning

Sensoy Ta iH. 3aIPONMOHYBAIN MOJIEIIOBATH PO3IIOALI JIPYroro MOpsIKy depe3 mapamerpu posnoxiry [ipixie. Lle
JI03BOJISIE OTPUMATH OL[IHKM eIicTeMidHOT HeBu3HaYeHocTi B ogHoMy forward pass [11, c. 962—1009]. Amini Ta iH. po3-
MIAPWIN el MiaXia Avs 3a71a9 perpecii, BukopuctoBytoun Normal-Inverse-Gamma poszmnoain [12, c. 14927-14937].
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IIpote Kopetzki Ta in. Bussmm, mo Evidential DL moxe maBatu HagmipHO BreBHeHi nporaosu mist OOD marmx
gepe3 0co0MMBOCTI (yHKIIIT BTpaT. ABTOPH 3aIpPOIIOHYBANIN Peryispu3aliiro, mo nokpamrye OOD-zgerexiito, ajge Moxe
TIOTipIITyBaTH TOYHICTH HA in-distribution maxmx [13].

MocT-kaniopyBaHHs

Guo Ta iH. TOKa3ay, O MPOCTHH temperature scaling — HaBYaHHS OAHOTO CKAJSIPHOTO MapamMeTpa Ha BajlifarliiiHii
BHOIPIIi — MOYKE 3HAUHO TIOKPAITUTH KamiOpyBaHHS 0e3 BTpaTti To9HOCTI [1, ¢. 1321-1330]. Kumar ta iH. 3anpomnonyBamm
Scaling-binning calibrator, sixuit komOiHye temperature scaling 3 histogram binning as kpaimoi JToKaisHOT KamiOpOBKH
[14, c. 3787-3798].

MeTpukH KaJaidpyBaHHsA

Nixon Ta iH. mpoBenu kputnaauii anami3 Expected Calibration Error i BUSBHIN HOTO 9y TIIMBICTH IO BHOOPY KITBKOCTI
6iniB. ABTOpH 3ampornonyBany agantuBHu ECE 3 ontuMansanMm GiHaiETOM [15, ¢. 38—41]. Kumar Ta iH. BBenu class-
wise ECE s oninku kamiOpyBaHHS B He30amaHcoBaHuX garacerax [14, c. 3787-3798].

Minderer Ta iH. CHCTEMaTHYHO NOPIBHUIN 15 METpUK KamiOpyBaHHS i ITOKa3aJH, 10 KOJHA METPUKA HE € yHiBepCallb-
HOIO — pi3HI METPUKH (POKYCYIOTHCS Ha PI3HUX aCHeKTax KaniOpyBaHH (TT00aIpHE VS JTOKaJIbHE, top-1 vs Bei kimacw) [16].
DopMyTIOBAHHS METH J0C/i/IZKEHHS

Mertoro maHoi CTaTTi € IPOBEACHHS KOMIUIEKCHOTO eMITIPHYHOTO TIOPIBHSIHHS CYJaCHUX METOJIB OIIHKH Ta KaJiopy-
BaHHS HEBU3HAUEHOCTI B 3a/1a4aX KOMII IOTEPHOTO 30py 3 (POKYCOM Ha MPAKTHYHY 3aCTOCOBHICTD y PEallbHIX CHCTEMaX.

OCHOBHI 3aBIaHHS TOCIIKEHHS:

1. CucremaTuuHe MopiBHAHHA MeTodiB — oriHuTH Bayesian Neural Networks, Deep Ensembles, MC Dropout Ta
Evidential Deep Learning Ha equrOMY HaOOpi apXiTEKTyp Ta IaTaceTiB A 3a0e3nedeHHss 00’ eKTUBHOTO TIOPiBHSIHHS.

2. MyJabTHMOAAJIBHA OUiHKA — JOCTIANTH €(EeKTUBHICTh METO/IB HE JIMIIe T Kiacudikamii, ane W Ui cKIIaaHi-
VX 331449 JAETEKIlii 00 €KTiB Ta CEMAaHTUYHOI CErMEHTAIlii, SIKi O1TBIT HAOMIKEHI 10 pealbHUX 3aCTOCYBaHb.

3. AmHaJji3 podacTHOCTI — OI[iHUTH OBeAiHKY MeToAiB B yMoBax domain shift (CIFAR-10-C) ta mpu 3ycTpidi 3 out-
of-distribution JaHUMM U1 BU3HAYEHHS HAIIHHOCTI OLIHOK HEBU3HAYEHOCTI.

4. OO0uyucII0BaJbHA e()eKTHBHICTH — KUTBKICHO OI[IHUTH KOMIPOMIC MiX SIKICTIO KaliOpyBaHHS Ta OOYHCIIOBAIE-
HUMH BHTpaTaMu (4ac HaBYaHHS, Jac iH(EpeHCY, BAKOPUCTAHHS TaM STi) A1 KOKHOTO METO.Y.

5. TIpakTu4ni pekoMeHaalii — Ha OCHOBI eMITIPHYHIX PE3YIBTaTiB CHOPMYITIOBATH KOHKPETHI peKOMEHIAIII 010
BHOOPY METOAY 3aJISKHO BiJ BUMOT 3aCTOCYBaHHS (KPUTHYHICTH ITOMUJIOK, OOYHCITIOBAaTIbHI OOMEKEHHS, HEOOXiHICTh
online-HaBYaHHS).

6. KomOinoBani minxogm — mocmiguth eQeKTHBHICTh IOEJHAHHSA PI3HUX METOMNIB (HANpHUKIan, aHcamOIiB
3 temperature scaling) 11 JOCSATHEHHS] ONITUMAIEHOTO OaJaHCy MiXK TOYHICTIO Ta KaJTiOpyBaHHM.

Buk/ageHHs 0CHOBHOTO MaTepiay A0CTiTKeHHS
TeopeTn4yHi 0CHOBH MeTOIiB

Bayesian Neural Networks

BaeciBcpki HEWPOHHI MEpeXki po3TIAAAIOTh Bard W SK BUIAIKOBI BEIMYMHHU 3 anpiopHUM po3noxpisioM p(w). Ilicms
cnioctepexenHs nanux D = {(xi, yi)}i=1"N, anocrepiopHuil po3moin o0uncIoeThCs 3a mpaBuioM baeca:

p(w|D) = p(D|w)p(w)/p(D). (M

[TporHo3yBaHHs 7151 HOBOTO BXOIY X* BUKOHYETBCS Yepe3 MapriHaizaliio:

P |x',D) = [ p(y" [x",w)p(w| D)dw. @)

Ha mpaxTuiii BUKOPHUCTOBYEThCA BapialliifHa anpokcumaris q(w|0) 3 mapamerpamu 0, ki ONTUMI3yIOTECS MiHIMi3a-
niero KL-nauBeprenii:

L(®) = KL[q(w|0)l|lp(w|D)] = ~ELBO(6), 3)

ne ELBO(Evidence Lower Bound) = Eq(w|0)[logp(D|w)] — KL[q(w|0)|| p(w)].

Deep Ensembles

Deep Ensembles naBuyatots M Hezanexuux mojeneit {fOm}m = 1M 3 pisHor0 BUNAAKOBOIO iHimiami3arie. Koxna
MOJIeJIb MiHIMI3y€ BiIacHy (YHKIIiIO BTpar:

Lm= —Zilog p(vi| xi,0m). 4)
diHanbHMIA TPOTHO3 0OUUCITIOETHCSI SIK CEPE/THE:
p(y10)=(1/M) Y m=1" p(y|x,6m). (5)
HeBu3HaueHiCTh OLIHIOETHCS Yepe3 JUCIEePCiio MPOTHO3iB MIX YICHaMH aHCaMOITIO.

MC Dropout
MC Dropout iatepriperye dropout sik anmpoKcHMaIliro 0aeciBCbKOTo BUCHOBKY. [lin dac iH(epeHCy BUKOHYeThCS T’
forward passes 3 pizaumu dropout Mackamu:
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p )= (T)D t=1"p(y | x,Wt O Zt), (6)

ne Zt ~ Bernoulli(1 — p) — Bunaakosa Macka dropout 3 IMOBIPHICTIO BiJJKHJIQHHS p.

Evidential Deep Learning

Evidential DL monemntoe posnoain dipixie Dir(o) Hag kaTeropiaJisHUM po3moiioM. Mepeska porHo3ye napameTpu
evidence e = o — 1:

o =f0(x) + 1. )

OuikyBaHi WMOBipHOCTI: pi = ou'/ Z joy.
HeBusHaueHicThb:

u=K/Y jaj,

ExcnepumenTaibHa METOAOJIOT IS

Just 3a0e3nedeHHst 00 €KTUBHOCTI Ta CIPABEUIMBOCTI MOPIBHAHHS BC1 METOM KalliOpyBaHHsI HEBU3HAYECHOCTI TECTY-
BQJIACS HA IICHTUYHUX 0A30BHX apXiTEKTypax, IO JO3BOJIMIIO 130JFOBATH BILIHB CaME METOIB OLIHKA HEBU3HAYCHOCTI
BiJl apXITEKTYpHHUX OCOOJIMBOCTEH MozeeH.

st 3amay kinacudikariii 300pakeHb BUKOPHCTOBYBAUCS JIBI B3aEMOJIONIOBHIOOUI apxiTektypu. ResNet-50, mo mic-
TUTH 25.6 MiIbIHOHIB TapameTpiB, Oyia oOpaHa sik cTaHapTHa 0a30Ba apXiTEKTypa, sika JICMOHCTPYE ONTUMAJIbHUIT OasiaHc
MIDK IMOMHOIO MEpEkKi Ta 00UMCITIOBAIILHOIO ePEeKTUBHICTIO. L[5 apXiTeKTypa BUKOPHCTOBYE 3aJIMIIKOBI 3’ €IHAHHS IS
HO/I0JIaHHs TPOOJIEMH 3HUKAIOUUX IPAJI€HTIB Ta J03BOIIsIE e(DeKTUBHO HaBYATH MIMOOKI Mepexi. [Hiliani3alis Bar BUKO-
HyBaJjacs 3a metonoM He, 1110 3a0e3mneuye ctabiibHy 301KHICTB 111 Yac HaB4aHHS mIOokux Mepex 3 ReLU akrusariieto.
JHonatkoBo BukopucToByBanacs apxitekrypa WideResNet-28-10 3 36.5 minbiioHaMu mapaMeTpiB, SKa BiAPI3HAETHCS
30UIBIICHOIO IIUPUHOIO KaHAIIB y KOKHOMY Outowti. Po3mmpenns kanainiB y 10 pasiB mopiBHSHO 31 CTaHAAPTHO KOH]I-
rypaii€ero 3a0e3rneuye Kpally BUPa3HICTh PEIPE3CHTALlIN Ta JO3BOJISIE MOJICIII Kpallle apOKCHUMYBATH CKJIaaHi (QYHKIIIT,
1110 0COOJIMBO BaYKJIMBO JIJIsI OLIHKY HEBHU3HAYEHOCTI.

Junst 3amaui gerekuii 00’extiB 3actocoByBaBcsi Faster R-CNN 3 ResNet-50 sik 6a30Bor0 Mepexero JUisi eKCTpakiil
o3Hak. L1 mBoeramHa apxiTekTypa 3a0e3leuye BUCOKY TOUHICTh JICTEKIIIi Yepe3 po3nijibHe HaByaHHs Region Proposal
Network (RPN) ta ¢inansHoro kinacudikaropa. RPN HanmamtoByBases 3 Tppoma Mactirabamu sikopis (128, 256, 512 mik-
celliB) Ta TpbOMa CIiBBiHOIIEHHIMH cTOpiH (1:2, 1:1, 2:1), 110 103BOJISIE €PEKTUBHO JETEKTYBAaTH 00’ €KTH PI3HUX PO3-
MipiB Ta npornopuii. s To4HOro BUPIBHIOBaHHS 03HAK MK 3allpOIIOHOBAaHMMHU perioHaMu ta feature maps BUKOpHCTO-
ByBaBcst ROI Align 3amicts Tpaauuniiinoro ROI Pooling, mo ycyBae kBaHTH3aLiiiHI TOXUOKHU Ta TOKpAIILy€ JIOKaJIi3allilo,
0COOJIMBO /ISl MAJTMX 00’ EKTIB.

CeMaHTHYHA CETMCHTAIliSl BUKOHYBajacs 3a jornomororo apxitekrypu DeepLabV3+ 3 ResNet-101 sik eHkomepom.
Is apxiTekTypa MO€IHYE TEepeBard NIMOOKUX 3rOPTKOBHUX MEPEXK 3 aTpyCHUMH 3ropTkamu (atrous convolutions) s
3aXOIUICHHsI KOHTEKCTY Ha pi3HKUX MaciuTabax. Moayib Atrous Spatial Pyramid Pooling (ASPP) BukoprcToByBaB arpycHi
3ropTKH 3 rates 6, 12 ta 18, mo 103Boiisie arperyBari MylsrumaciuTabHy iHdopmarito 6e3 BTpatu po3aijibHOT 31aTHOCTI.
Jekonep apxiTekTypu BKJItouae skip connections 3 HU3bKOPIBHEBUMHE 03HAKAMH CHKOZIEPA, 1110 3a0€3MeUy€e TOUHY JIOKai-
3allil0 rpaHHLb 00 €KTIB Ta BIJIHOBJICHHS APIOHUX JieTajell y GpiHaNbHIi Macli cerMeHTarii.

Jleraji HaBUaHHSA

[porec HaBuaHHs OYB pETEIBHO CTAHAAPTU30BAHUH ISl BCIX METO/IIB 3 METOIO 3a0€3ICUCHHS MOPIBHAHHOCTI PE3YJib-
tariB. OnTUMI3alliss BUKOHYBAJIACs 3a JOMOMOIOK CTOXaCTUYHOTO rpajgieHTHoro ciycky (SGD) 3 momentum 0.9, mio
3abe3neuye cTablibHy 301KHICTh Ta 103BOJISIE JI0JIATH JOKaJIbHI MiHiMyMmHu. [loyaTkoBuii learning rate BCTaHOBIIOBABCS
Ha piBHI 0.1 3 MOTANBLIMM 3HMKCHHSIM 3a KOCHHYCOIMAJIBHUM pPO3KiIagoM (cosine annealing), mo 3abe3reuye IiaBHE
3MEHIIICHHS [IIBUIKOCTI HABUYAHHSI Ta MOKpaiiye GpiHanbHy 301xkHICT. Peryssipu3sairis yepe3 weight decay 3 koedirienrom
5 x 10~ 3acTocoByBanacs 1o Bcix metoniB kpiMm BNN, ne KL-nuBepreHiisi Be BUKOHY€E POIIb PEryJIsIpu3aropa.

Po3mip Oaruy anmantyBaBes 10 crienudiky KOXXHOI 3amadi: 128 3pas3kiB i kinacudikaiii, 110 JT03BOJSE OTPUMATH
CTaOlIbHI OLIHKM TpaieHTiB; 16 300paskeHb st neTekiii, oomexenuii nam’sittio GPU yepes Benuky KiJIbKiCTh IPOMO-
3MLIH perioHiB; 8 300pakeHb ISl CErMEHTallii Yepe3 BUCOKY PO3/IbHY 3aTHICTh BXIJJHUX JJAHUX Ta TEHEPOBAHUX MACOK.

Crparerist ayrMeHTanii JaHuX BKJI04aia 60a3oBi Tpanchopmarii — Bumaaxoe oopizanus (random crop) Ta ropu3oH-
tanbHe BinoopaxkenHs (horizontal flip), o 3a06e3neuyroTs iHBapiaHTHICTD J0 3CYBIB Ta J3€pPKaJbHUX NEpeTBOpeHb. Jls
naraceriB CIFAR nonarkoBo 3actocoByBaBcst Cutout 3 po3mipoM Macku 16 x 16 mikceniB, 110 MOKpAIy€ y3arajabHEHHs
Yyepe3 YacTKOBY OKJIIO3ii0 00’€KTIiB Mij yac HaBYaHHS. AutoAugment BUKOPUCTOBYBABCS JUIS JIOAATKOBOI peryispu3anii
yepe3 aBTOMaTHYHHHN TOINYK ONTHMAIBHUX MOJITHK ayrMEHTaIli1, ClIenu(IYHUX ISl KOXKHOTO JIaTaceTy.

Koxxen Merosi BUMarap crieiiyHUX HalalTyBaHb Ul ONTUMAalIbHOI NPOAYKTHBHOCTI. sl GaeciBCbKUX HEWPOH-
HuX Mepex Bara KL-mauBepreniiii BcraHoBiroBanacs sik 3 = 1/|D|, ae |D| — po3Mip TPEHYBaJIbHOIO AaTaceTy, 3 MOCTY-
HOBUM 301IbLICHHSIM MpoTsiroM nepinux 10 emox (warm-up) Juist craGinizarnii nouarkoBoro HaBuaHHsa. Deep Ensembles
HABYAJIMCS 3 I1’SITH HE3aJICKHUX MOJICIICH, KOJKHA 3 YHIKAJIBHOK BUIAIKOBOIO iHiIiamizamniero (pisHi random seeds) st

e K — KUIbKiCTh KJ1aciB.
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Makcumizanii quBepcndikanii. MC Dropout BUKOpHCTOBYBaB HMOBIpHICTH BifkuaaHHs p = 0.2, M0 € ONTHMaJIbHUM
KOMIIPOMICOM MDX peryisipusami€ero Ta 30epeskeHHsaM iHdopmaii, 3 7= 20 caMmmniiamu 1 4ac iHpepeHcy s cTadiiab-
Hoi ominkn HeBu3HaueHocTi. Evidential Deep Learning nanamrosysascs 3 koedinientom perymspuzanii A = 0.001 s
KL-unena B ¢pyHKIII BTpar, 1o 3ade3nedye 6amaHc MiX TOUHICTIO Kiacuikalii Ta SKiCTIO OLIHKYM HEBU3HAYEHOCTI.

PesyabTaTn excriepuMeHTiB

Tabmuus 1
PesyabraTtu nHa CIFAR-10
MeTtox Accuracy (%) ECE (%) NLL Brier Score Yac indepency (ms)

Baseline 95.42+0.15 4.51+0.23 0.178 0.074 3.2

+ Temp. Scaling 95.42+0.15 1.23+0.11 0.152 0.069 3.2

BNN 94.87 +0.21 1.87+0.15 0.164 0.071 4.8

MC Dropout 95.13+0.18 2.34+0.19 0.169 0.072 64.0

Evidential DL 94.95 +0.20 2.76 £0.22 0.185 0.076 33

Deep Ensemble (5) 96.21+0.12 1.45£0.13 0.139 0.065 16.0

Ensemble + TS 96.21 £0.12 0.98 = 0.09 0.141 0.066 16.0
Tabmmr 2

PesyabraTtu Ha CIFAR-100
Metox Accuracy (%) ECE (%) NLL Brier Score Yac indepency (ms)

Baseline 78.34+0.32 12.87 +0.45 0912 0.318 32

+ Temp. Scaling 78.34+0.32 321+0.28 0.823 0.297 3.2

BNN 77.12+0.38 4,53 +0.31 0.867 0.312 4.8

MC Dropout 77.89 +£0.35 5.12+0.37 0.884 0.308 64.0

Evidential DL 77.45+0.41 6.23+0.42 0.951 0.325 33

Deep Ensemble (5) 80.120.28 3.87+0.29 0.764 0.281 16.0

Ensemble + TS 80.12+£0.28 2.14 +0.21 0.771 0.283 16.0
Tabmmis 3

CepenHi pe3yabTaTu TecTiB cTilikocTi 10 moumkoxxkeHb Ha CIFAR-10-C (Bci momkoa:xeHHs, severity = 3)
Meton Accuracy (%) ECE (%) AUROC OOD mCE

Baseline 73.45 18.34 0.712 1.00

+ Temp. Scaling 73.45 11.23 0.724 1.00

BNN 74.89 8.76 0.813 0.96

MC Dropout 74.12 9.45 0.798 0.98

Evidential DL 72.34 12.87 0.756 1.03

Deep Ensemble (5) 77.23 6.54 0.862 0.89
Tabnus 4

Pe3yabraTu TecTiB Ha BusiBieHHs 00’ ekTiB Ha COCO val2017
Meton mAP mAP@50 mAP@75 ECE (%) Yac indepency (ms)

Baseline 37.4 58.2 40.3 8.76 42

+ Temp. Scaling 37.4 58.2 40.3 3.45 42

MC Dropout 36.8 57.5 39.7 423 840

Deep Ensemble (3) 38.9 59.8 42.1 2.87 126
Tabmmi 5

Pe3ysibTaTi TecTy Ha ceMaHTHYHY cermeHTaniro Ha Cityscapes val
Meton mloU Pixel Acc ECE (%) Yac indepency (ms)

Baseline 78.5 95.3 5.43 89

+ Temp. Scaling 78.5 95.3 2.11 89

MC Dropout 77.8 95.0 2.87 1780

Deep Ensemble (3) 79.8 95.7 1.76 267
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AHaJi3 pe3yJIbTaTiB

EdexTuBHicTh KaJIi0pyBaHHsA

Temperature scaling neMoHCcTpy€e Bpaxarouy eeKTHBHICTb JuIsl ocT-KaniopysanHst, 3umkyroun ECE na 60-75 % 6e3
JIOJIATKOBUX OOYHCITIOBAILHUX BUTPAT i yac iHpepeHcy. Lle poOuTs #oro 060B’s13kOBUM KOMITOHEHTOM JIJIsl OY/Ib-sKOT
MIPOJAKIITH CUCTEMH.

Deep Ensembles cTabinpbHO MOKa3ylOTh HaMKpanie KaliOpyBaHHS cepell METOIIB, MO0 HaBYaroThCs. KomOiHarlis
ancamoOIiB 3 temperature scaling nae naiinwkui 3HadenHst ECE Ha Beix naracerax. BakimBo, 1o nokparieHHs Kaniopy-
BaHHSI CYNPOBOKYETHCS MiZABHUIIEHHSIM TouyHOCTI Ha 0.8-1.8 %.

BNN mnoka3yrots KOHKypeHTHe KaxiopyBaHHs, ocoonrBo Ha OOD naHux, ajne mocTynaroThes 3a TouHIicTIO. Lle Moxe
OyTH 1OB’513aHO 3 HAMIPHOIO perymsipusanicto yepe3 KL-ueH y ¢yHkuii Brpart.

O0unciaoBanbHa e()eKTHBHICTH

MC Dropout Mae Ha#ripine CriBBiHOIIECHHS SIKICTh/IIBUIKICTh Yepe3 HeoOXiaHicTh OaratopazoBux forward passes.
Hunst T'= 20 yac indepency 30inburyersest B 20 pasis, 110 poOUTH METO/ HETPAaKTHYHNM JUIs real-time 3acTocyBaHb.

Deep Ensembles 3a6e3mneuyroTs siHiliHe MaciTadyBaHHs 4acy iH(pEpeHCY 3 KUTbKiCTIO Mozieriel. J{ist 6ararbox 3acTo-
CyBaHb aHCaMOJIb 3 3 Mojieneil nae ontumanpHu Oaranc — 90 % mokpaleHHs KaniOpyBaHHS MPU 3x 30UIBIICHHI Yacy
iH(epeHcy.

Evidential DL npuBaGnuBuii MiHIMaJIbHUMH JJOAQTKOBUMH BUTparamH (3 % 301IbIICHHS Yacy), ajie MOCTYNaeThes 3a
SIKICTIO KaiOpyBaHHsI Ta IEMOHCTpY€E HecTadutbHicTh Ha OOD nanux.

CriiikicTe Ta OOD perexknis

Deep Ensembles qeMoHCTpYIOTh HaliKpallly CTIHKICTh IO ITOIIKOJDKEHb, 3HIKY0ur mCE Ha 11 % nopisusiHo 3 baseline.
JuBepcudikarlist MpOTHO31B MiXK WICHAMH aHCAMOITIO 3a0e3Meuye CTIHKICTh 10 PI3HUX THITIB IIIyMY Ta CIIOTBOPCHB.

BNN mnokasyrots Bucokuit AUROC mist OOD perekii (0.813), mio miaTBepIKy€e TCOPSTUYHI MepeBaru 0AECIBCHKOTO
TTIXOJTY JUTst OIIIHKY ericTeMiuHol HeBU3Ha4YeHOCTI. [IpoTe 1ie He TpaHCIIIoeThCs B Kpallly TOYHICTh Ha KOPYMITOBAaHUX AaHHX.

Evidential DL necnioniBano nokasye ripmi pesyasrard Ha OOD, Hix npocrtuii baseline 3 temperature scaling. Le
Y3TOKYETHCS 3 HETaBHIMU JIOCITI/PKEHHSIMH TIPO CXMITBHICTH METOy J1o overconfidence Ha He3HAHOMUX JaHUX.

IpakTHyHi pekoMeHaamii

Ha ocHOBI npoBeieHNX €KCIIEPUMEHTIB C(hOPMYIIHOBAHO MPAKTHYHI pEeKOMEHaNIi Uil pi3HUX CIIeHapiiB 3acTocy-
BaHHJ, SIKI BpPaXOBYIOTh crieln(iuHi BUMOTH Ta 0OMEXEHHS KO)KHOT 00J1acTi.

Kputnusi 3acTocyBaHHSI B MeIHIMHI Ta CHCTeMaX aBTOMLIOTY

Jnist KpUTHYHO BaXKIIMBHX 3aCTOCYBaHb, J€ MOMHIKH MOXKYTh MaTH CEpHO3HI HACITIJIKHU JUIS 37J0pPOB’sl UM Oe3NeKu
JIIOZIeH, PEKOMEHIYEThCSI BUKOPUCTOBYBAaTH KOMIUIEKCHHMH Miaxia Ha ocHoBi Deep Ensemble 3 m’sitn Moneneii y noen-
HaHHI 3 temperature scaling Ta mexaHniamoM selective prediction. Taka koHdirypanist 3a0e3neuye MakCUMaJIbHY SIKICTh
KaiOpyBaHHS Ta CTIHKICTh CUCTEMH, LIO OBHICTIO BUTIPABOBYE JI0JaTKOBI OOYHMCITIOBAIBLHI BUTPATH B KOHTEKCTI KPH-
THUYHOCTI 3aCTOCYBaHHSI.

OnrumainbHa KOH}Iryparis nepegoadac BUKOPUCTAHHS 11 ITH MOJIEIICH 3 Pi3HOIO iHIIialTi3ali€ero Bar Ta pisHUMH CTpa-
TETisIMU ayrMEHTAIlii JaHUX JJTs1 3a0€3MeUCHHS Pi3HOMaHITHOCTI POrHo3iB. Temperature scaling citiz 3acToCOByBaTH Ha
OKpeMili BanmijaniiHiid BUOipIi, sika He BUKOPUCTOBYBAJACS I1iJ 4Yac HaBYaHHS Moyeneil. MexaHnism selective prediction
peai3yeThcsl Yyepe3 BCTAHOBICHHS TOPOTY BiIXMJICHHS Ha OCHOBI CHTPOIII MPOTrHO3y ab0 AUCHepCii Mi MOACISIMH
aHcamOir0. BaxkuBo kaiiOpyBary Ieil mopir TakuM YHHOM, 100 TOCSTTH IUILOBOTO piBH recall, skuii BU3HAYAETHCS
BUMOT'aMH KOHKPETHOTO 3aCTOCYBaHHSI.

CucremMn peajbHOro 4acy

VY BHUMNaJIKy CHCTEM, IO MPALIOIOTh Y PealbHOMY 4aci Ta MalOTh KOPCTKI 0OMEXEHHS Ha JIAaTEeHTHICTh, BAKOPUCTAHHS
ancamOniB a6o MC Dropout crae HeMOXIMBUM 4Yepe3 TXHI 0OYMCITIOBalbHI BUMOTH. J{J1sl TakuX CIeHapiiB peKOMeH-
JYETBCSI 3aCTOCYBAHHS €MHOI MOJIENi 3 temperature scaling Ta J0JaTKOBOIO T'UJIKOIO /ISl IPOTHO3YBaHHS BIIEBHEHOCTI
(learned confidence branch). Takwuii miaxin gonae MeHIIE I’ SITH BiZICOTKIB 710 Yacy iH(epeHcy, 10 3a3BUYail € MpUHHSIT-
HUM JUTsI OUTBIIOCTI real-time 3acTOCYBaHb.

ApxiTekTypa BKJItouae 6a30By MOZIENb 3 10JaTKoBOIO auxiliary head, sika crierianizy€eTbest Ha OIIHIII HEBU3HAYEHOCTI
MIPOTHO3IB OCHOBHOI Mepei. Temperature scaling 3aumaeTbcst 000B’SI3KOBUM €TaIOM ITOCT-00POOKH IS TIOKPAICHHS
KaiOpyBaHHs. [y onTuMi3zanii MpoOIyKTUBHOCTI BapTO peaiizyBaTH KellyBaHHS temperature parameter, 110 J03BOJIsIE
YHUKHYTH MTOBTOPHOI KaJliOPOBKH MPH KOKHOMY 3aITyCKy CHCTEMH.

3acTocyBaHHs 3 00MesKeHMMH pecypcamMu Ha edge NMPHUCTPOSIX

Edge npuctpoi Hak1a1at0Th CyTTEBI 0OMEXKEHHS SIK Ha 00UMCITIOBAIIBHI PECYpPCH, TaK 1 Ha 00CST JOCTYIHOI maMm’sTi.
Jnst Takux yMOB ONTHMAaJIbHMM pilleHHsIM € BUKopHucTanHs knowledge distillation Bijg ancamOmio monenei y moea-
HaHHI 3 temperature scaling. JlucTmisiist 103Bossie eheKTUBHO MEPEHECTH 3HAHHS ITPO HEBU3HAYCHICTD BiJl CKIAHOTO
aHcaMmOJII0 B OJTHY KOMIIAKTHY MOJIeJIb, IPUAATHY ISl PO3TOPTaHHS Ha ITPUCTPOSIX 3 OOMEKESHUMH PECypCaMu.

[Ipouec mounHaeThest 3 HaBYaHHS teacher aHcamOITIO, 10 CKJIAJA€ThCS 3 TPHOX-IT’SITH MOBHOPO3MIPHHUX MOJIEIICH.
Jani BinOyBa€eThCs ANCTWIIALIS 3HAHB y student MOJIETb, sIka MICTUTB TPUOIM3HO MTOJIOBUHY ITapaMeTpiB Bijl OPUTIHAIBHOT
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apxiTektypu. BuxopucTanns soft targets 3 temperature piBHEM TphOM 3a0e31edye KpaInii mepeHoc iHpopmarlii mpo HeBH-
3HaYEHICTh Bif teacher no student momemi. Ilicns 3aBeprmeHHs TUCTWIISMIT HEOOXiTHO TpoBecTH (iHampHE temperature
scaling st student Mozesni Ha OKpeMiit BamigamiiHii BHOIpIIi.

JocaigHunbKi mpoekTH

JUts MOCTiAHALIBKAX TPOEKTIB, /1€ TOYHICTh OI[iHKM HEBH3HAYCHOCTI Ma€ MEPIIOPSAHE 3HAYCHHS, a 00UHNCITIOBAIIBHI
O0OMEXEHHS € MEHIII KpUTHIHIMH, PEKOMEHAYEThCS T1IOpHIHIHA miaxif, mo noennye Bayesian Neural Networks 3 Deep
Ensemble. Taka xom0iHaIlisl I103BOJISIE OTPUMAaTH HAWTOBHINTY KapTHHY HEBU3HAYCHOCTi, ockimbkun BNN edexTtuBHO
MOJIEITIOIOTH €TiCTeMiYHy HeBH3HAYCHICTh (HEBU3HAYCHICTh MOJIEINI), TOAI K aHCaMOIi Kparie CIpaBIIsSIoThCA 3 aIeaTop-
HOIO HEBU3HAYCHICTIO (HEBU3HAYCHICTIO JJAHUX ).

et miaxima 0cOOIMBO KOPUCHHUN TIPH JOCIIKSHHI HOBUX TOMEHIB a00 po3po0ili iHHOBaiHIX METOIB, 1€ BayKITHBO
MaTH IIHOOKE PO3YMIHHS BCIX JDKEpesl HEBU3HAYCHOCT] B CHCTeMi. X04a TaKWii METOJl BUMara€e 3HaYHUX OOYMCITIOBAIIb-
HUX PECYpCiB Ta eKCIEPTH3H IS MPaBIIIbHOI IMITTIEMEHTAIii, BiH 3a0e3medye HaBHIY SKICTh OIIHKH HEBU3HAUYEHOCTI
cepen yCix po3MITHYTHX IiIXOIIB.

BucnoBku

[IpoBeneHe MOCTiKEHHS T03BOJISE 3pOOUTH HACTYITHI BUCHOBKH IMIONO KaJdiOpyBaHHS HEBH3HAYEHOCTI B CHCTEMAax
KOMIIT FOTEPHOTO 30pY:

1. Deep Ensembles 3anummatoTbcs 30I0TUM CTaHAAPTOM IS 337ad, A€ TOYHICTh Ta KaliOpyBaHHS € KPUTHIHHMHU.
HesBakatoun Ha 00YHCITIOBATBbHI BUTPATH, BOHH 3a0€3MeUyI0Th HalKpammii OajaHe MiXK TOYHICTIO IPOTHO3YBaHHSA (TIOKpa-
mienHs Ha 0.8—1.8 %), sxictio xamiopyBanus (ECE < 2 %) ta pobactricTio 10 domain shift (mCE 3amxyetbes Ha 11 %).

2. Temperature scaling € 000B’S3KOBHM KOMIIOHEHTOM Oy/Ib-sKOi MPOMAKINH cucTeMH. [IpocToTa imMmiemMeHTarii
(omMH cKaJSpHUM mapameTp) Ta BiACYTHICTh JOZATKOBHX BUTPAT I 4ac iHpEepeHCy poOsaTh el MeTo] Oe3arbTepHa-
TUBHMM JUTA 6a3oBoro kaniopysanHs. 3HmkeHHs ECE na 6075 % nocsraerscst 6e3 BTpaTy TOYHOCTI.

3. baeciBchKi METOAM IOKK HE BUIIPAB/IOBYIOTh TEOPETHYHHX OUiKyBaHb Y IPAKTUIHUX 3acTOCyBaHHIX. BNN neMoH-
CTPYIOTh KOHKypeHTHe KaniopyBaHHs Ta xopoury OOD nerekmito (AUROC 0.813), anme mocTymaroThCsI 32 TOYHICTIO Ha
0.5-1.2 % Ta BUMaraioTh CKJIaJHOI iIMIJIEMEHTAILii. IX TepeBara NposBIAETLCA MepeBakHO B low-data pexxumax Ta i
OLIIHKH eMiCTeMIYHOT HEBH3HAUYEHOCTI.

4. MC Dropout He peKOMEHAYETHCS IS MPOAAKIITH CUCTEM Yepe3 HeITPUUHATHE CITiBBITHOIICHHS AKiCTh/IIBUIKICTb.
20-xpatHe 30UTBIIEHHS Yacy iH(EpeHCY HE BHIIPABIOBYETHCS MOMIPHUM ITOKPALICHHSAM KalliOpyBaHHS. MeTox Moxe
OyTH KOPUCHHM JIUIIE [UIS IIBUIKOTO IPOTOTHUITYBAaHHS HA ICHYIOUMX MOJEIIAX.

5. Evidential Deep Learning motrpeOye momaibIInx JOCTIHKSHB IEpe MPAaKTUIHUM 3aCTOCYBaHHAM. HecTabinmpHICTh
Ha OOD manmx Ta TeHaeHIis go overconfidence 0OMEXYIOTh HOTO BUKOPHCTAHHS, HE3BAKAIOUHN HA MPHUBAOIHIBY 00UIC-
JIOBAJIbHY €(DeKTUBHICTD.

6. OntumanbHa KOH(pIrypamis s OUTBIIOCTI 3aCTOCYBaHb: aHcaMOnb 3 3—5 Mozeneil + temperature scaling +
selective prediction 3a moporom HeBn3HadeHocTi. Lle 3a0e3neuye 90 % Big MaKCHMalIbHO MOMIJIMBOTO TOKPAIIEHHS IPH
MIPUHHATHUX O0YHCITIOBAIILHUX BUTpaTax (3—5x 30imbIIeHHs Yacy iHpepeHcy).

[IpakTryHa 3HAYUMICTH POOOTH MOJIATAE Y (POPMYITIOBAaHHI KOHKPETHUX PEKOMEHIAIIN IS pI3HUX CIIEHapiiB 3aCTOCY-
BaHHS — BiJ] KpUTHYHUX CUCTEM JI0 edge mpucTpoiB. Pesynpratin JeMOHCTPYIOTH, 10 TipobieMa KamiOpyBaHHS HEBH3HA-
YeHOCTI Mae e(peKTUBHI PIIIEeHHS, TOTOBI 10 BIPOBAKEHHS B PeajbHI CHCTEMH KOMIT IOTEPHOTO 30DY.

[MomampImm moCTiKEeHAS MAlOTh 30CEPEIUTHCSA Ha MacIITaOyBaHHI MeTONIB Ui transformer apxitekTyp, po3poOrri
e(eKTHBHUX TIOPUIHUX MiAXO/IB Ta TEOPETUIHOMY OOTPYHTYBaHHI EMITipUYHOI IIepeBark aHcamOIiB.
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