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ASSESSMENT OF THE ACCURACY OF ARTIFICIAL LANGUAGE
TRANSLATION METHODS

The article is devoted to evaluating the accuracy of methods for translating artificial languages in an intelligent
information system for translating artificial languages using artificial intelligence methods and statistical algorithms,
proposing an innovative approach to improving the effectiveness of machine translation in the context of the dynamic
development of modern technologies. The analysis showed insufficient translation accuracy, which was proposed to be
improved by integrating two methods into one system.

The aim of the work is to evaluate the accuracy of translation methods in the proposed intellectual information system
for translating artificial languages. The work examines such translation evaluation metrics as BLEU, ChrF, BLEURT,
COMMET, TER, METEOR and human evaluation (as a benchmark). Each of the algorithms (mathematical models,
neural network algorithm and combined algorithm) was tested on 12 tests, each of which involved translating one of
four languages into another (English, Ukrainian, French and Esperanto) and vice versa. The results show an increase in
average translation accuracy of 0.5 % compared to the method based on mathematical models and 0.2 % compared to the
method based on neural networks. In some pairs, the result was worse than the individual algorithm, but this was due to
the coefficients used when combining the results. Since individual settings are possible for each language pair, the correct
result will appear in the worst case with the same accuracy as the best of the two results. However, this requires separate
configuration. Based on the results obtained, it can be concluded that the combination of these two methods improves the
accuracy of artificial language translation. The results confirm the effectiveness of the developed system, which allows
for highly efficient translation of natural and artificial languages.

Key words: machine learning, artificial intelligence, LSTM, data networks, sequence-to-sequence, translation,
language, method, metric, mathematical model.
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OIIHKA TOYHOCTI METOJIB ITIEPEKJIAY HITYYHUX MOB

Cmamms npucesiyena oyinyi mouHocmi memooig nepexnady WmyuHux MO8 6 IHMeNeKmyaibHil IHpopmayininill
cucmemi nepexiady Wmy4yHuUxX Mo i3 BUKOPUCIANHAM MemOOi8 WMYyYHO20 iHMeNeKmy ma CIamuCmudHux aieopummie,
NPONOHYIOYY [THHOBAYIIHUUL NIOXI0 00 RNIOBUWEHH: eQeKMUBHOCMI MAUUHHO20 Nepekiady 6 YyMO8ax OUHAMIYHO20
PO3BUMKY cydacHux mexnonoeitl. Ilposedenuil ananiz noxazaé HedOCMammuio MoYHiCmMy nepexiady, niosuwumu Ky 0yno
3anpoONoOHOBAHO WIAXOM iHmezpayii 060X Memoodia & 00Hy cucmemy.

Memorw pobomu € oyinka moyHocmi Memooié nepekiady 6 3anponoHOSAHill [HMeNeKmyaibHol iHopmayiinol
cucmemu nepexaady wmyuHux mos. B pobomi oocniosceno maxi mempuxu oyinku nepexnady, sk BLEU, ChrE, BLEURT,
COMMET, TER, METEOR ma ntoodcvka oyinka (8 skocmi emanony). Koowcen 3 aneopummis (mamemamuuni mooeri,
Helipomepedicesull arzopumm ma KomMOiHo8anull aneopumm) oynu nepegiperi na 12 mecmax, KodxceH 3 AKUX — nepexido
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OOHIEI 3 YOMUPLOX MO8 8 THULY (AH2NilicbKA, YKPAIHCbKA, (Opanyy3bKa ma ecnepaimo) ma 6 360pOMHOMY NOPAOKY.
Pesynomamu oemoncmpyioms, ugo 0ae nioguujents cepednvoi mounocmi nepexaiaoy Ha 0.5 % y nopieuanui 3 memooom
Ha ocHo6i mamemamuunux mooeneu, Ha 0.2 % y nopieHsAHHI 3 MEMOOOM HA OCHOBL HeUPOHHUX Mepedic. B desxux napax
pesynomam 6y 2ipuie 3a OKpemo 835mull aieopumm, aie ye 6i00Yn0cs uepes 6UKOpUCmani koeqiyienmu npu cKaiadeHi
pesynomamis. Tax sK 0N KOJNCHOI OKpeMoi napu Mo8 MOJNCIUGO IHOUBIOVANIbHE HANAUWIMYBAHHS, MO NPAGUTbHULL
pesynbmam Oyoe 3 A6IAmUCs 8 HAUIPUIOMY 8UNAOKY 3 MIEK HC MOUHICMIO, WO I HAUKpawull ceped 2 pe3ynvmamis.
Ane ye nompebye okpemozo HanawimysamHsa. Bpaxosyrouu ompumani pe3yromamu, MOXCHA 3p0OUMU BUCHOBOK, U0
KOMOTHAYISL Yyux 080X Memoodié 003601€ NOKPAWUMU MOUYHICIb nepekiady wmyynux mos. Ompumani pe3yromamu
nIOMEEPOACYIOMb  eheKMUBHICmb po3poOLeHOT cucmemu, wo 003605€ 3 BUCOKOI eQeKmMUsHICmI0 nepexiaoamu
36UYAUHI Ma WMYYHI MOBU.

Knrwouosi cnosa: mawunne nasuanns, wmyunuii inmenexm, LSTM, oamacemu, nocniooguicme y nociioogHicm,
nepexkiao, Moga, Memoo, MeMmpuKrd, MamemamuiHa Mooemb.

Formulation of the problem

Translation quality assessment is a fundamental element in both the practical work of translators and modern
research in the field of automatic language processing. [1] It determines the level of compliance of the resulting text
with user expectations, communication needs and the norms of the target language. This process is complex in nature,
as it involves the analysis of a whole range of parameters covering the accuracy of content transmission, compliance
with linguistic and cultural norms, stylistic consistency, and the overall comprehensibility of the text. This makes
evaluation a universal tool for quality control and, at the same time, a benchmark for further improvement of translation
technologies.

In scientific and engineering practice, particular attention is paid to systematic approaches to evaluation. They allow
avoiding subjectivity and form a single basis for comparing different methods or models. On the one hand, translation
quality assessment acts as a diagnostic mechanism: it helps to identify weaknesses related to vocabulary choice,
syntactic structure, or grammatical norms. On the other hand, it acts as a driving force for progress, as systematic
observations and analysis results are used to create new algorithms capable of producing more natural and accurate
translations.

Modern approaches to evaluation are largely focused on automation. This is due to the rapid development of neural
networks and the growing use of translation technologies, where traditional verification methods are becoming too labour-
intensive. Automated evaluation allows for the effective analysis of large amounts of data, while ensuring speed and
repeatability of results. However, linguistic and qualitative assessments remain relevant, as they take into account nuances
that are difficult to formalise.

In general, translation quality assessment has a dual significance. It is a practical tool for control and standardisation,
ensuring that a text complies with certain norms, as well as a scientific method for developing and improving modern
translation systems. Thus, it is through evaluation that a balance is achieved between technical capabilities, linguistic
requirements and end-user expectations.

This work is devoted to evaluating the accuracy of artificial language translation methods. It examines various
automatic methods of assessing the quality of text translation. Particular attention is paid to comparing different types of
artificial language translation methods and combining them into a single system.

The scientific novelty lies in evaluating the accuracy of artificial language translation methods in the proposed
intellectual information system for artificial language translation. The practical significance of the proposed system is the
evaluation of the effectiveness of the method of translating artificial languages based on mathematical models and the
method of translating artificial languages based on neural network translation, and their comparison and integration to
ensure high accuracy and reliability of results.

Analysis of the latest research and publications

Evaluating the quality of machine translation is a critically important step in the research and practical application of
automatic translation systems. Without reliable measurement methods, it is difficult to understand how well the system
performs the task at hand, whether its performance has improved after modifications, and how it compares to other
approaches. Therefore, over the past decades, a whole range of methods and metrics have been developed to evaluate
translations both automatically and with the help of experts.

All metrics for evaluating the accuracy of machine translation systems can be divided into two broad groups (Fig. 1):

1. Automated metrics — algorithms that compare machine translation with one or more reference translations created
by humans. They allow for the rapid processing of large amounts of data and are widely used in research.

2. Humanevaluation—experts or native speakers evaluate the translation according to criteria such as comprehensibility,
grammatical correctness and content adequacy. This approach is considered the most accurate, but it is expensive and
labour intensive.

Automated metrics cannot completely replace human evaluation, but they provide a fast and relatively objective way
to compare different models.
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Fig. 1. Classification tree of metrics for evaluating the accuracy of machine translation systems

BLEU is one of the first and most well-known metrics, proposed in 2002 by IBM researchers. It is based on the idea of
counting n-grams (sequences of n words) in a machine translation and in a so-called ‘reference translation’ (a benchmark
created by a human). If the machine translation contains a large number of matches with the reference, the result is
considered high quality.

A distinctive feature of BLEU is the penalty for overly short translations. For example, if the system attempts to
translate a long sentence with only a few words that match the reference, it could receive a high score without the penalty.
The penalty reduces the metric value in such cases, encouraging the completeness of the translation.

ChrF is a metric that focuses not on words, but on character sequences. [5, 6] It works well for languages with rich
morphology, where changes in endings or word formation can significantly alter the appearance of a word.

The principle of operation is to count character matches (n-grams) between the machine translation and the reference.
Thanks to this, even if the words differ but have a common root, the metric will consider the similarity.

The METEOR metric appeared in 2005 as a response to the limitations of BLEU. [7] It considers not only exact word
matches, but also morphological variations, synonymy, and word order in a sentence. This makes it closer to human
perception.

The principle of METEOR is to find correspondences between the words of the machine translation and the reference
text. To do this, different levels of comparison are used:

» exact word matches;

* stemming (matching word roots, e.g., ‘translate’ and ‘translated’);

» synonymy (thanks to dictionaries such as WordNet);

* permutation (assessing the impact of incorrect word order).

As aresult, METEOR correlates better with human evaluation than BLEU, especially on short texts.

TER was developed in 2006 as a tool to show how many edits a human would need to make to correct a machine
translation. These edits may include:

e insertions;

e deletions;

* word replacements;

» fragment rearrangements.

Therefore, TER essentially measures the ‘cost of correction.” For example, if only one word needs to be changed to
edit a sentence, TER will be low, but if most of the text needs to be rewritten, the value will be high.

In the 2020s, a new class of metrics emerged that use contextual representations of words obtained from language
models.

BLEURT is a modern metric based on neural networks. It uses pre-trained transformers (BERT and its modifications),
which allow evaluating not only the formal similarity of texts, but also their semantic proximity.

BLEURT undergoes preliminary training on a large amount of text and then undergoes additional training on corpora
with human translations. This makes it more ‘human-like’ in its evaluation.

BLEURT is a trained model that combines large corpora of synthetic data and human evaluations. Thanks to this, it is
able to take into account both lexical matches and overall semantic adequacy.
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COMET is another modern metric developed on the basis of transformers. It uses multilingual models that allow
comparing texts in different languages without the need for direct word matches [10].

A distinctive feature of COMET is that it takes into account three texts simultaneously:

1. the original (source text);

2. the machine translation;

3. the reference translation.

This enables COMET to better understand whether a translation corresponds to the original content, rather than just
formally resembling the reference.

Despite significant progress in the development of automatic metrics, they cannot completely replace human
evaluation. Research often uses the MQM (Multidimensional Quality Metrics) framework, which classifies errors by type
(lexical, grammatical, stylistic) and severity (minor, serious, critical). MQM provides a detailed picture of the strengths
and weaknesses of the system, and automatic metrics are used as a supporting tool. Not only the translation of words, but
also the conveyance of meaning, style, and intention of the statement.

Formulation of the purpose of the research

The aim of this work is to evaluate the accuracy of methods for translating artificial languages in the proposed
intellectual information system for translating artificial languages. The research component of the proposed system is to
evaluate the effectiveness of the method of translating artificial languages based on mathematical models and the method
of translating artificial languages based on neural network translation, and to compare and combine them in order to
ensure high accuracy and reliability of results.

To achieve this goal, the following tasks must be solved:

— analysis of metrics for evaluating the accuracy of automated translation systems;

— development of experimental methodology;

— creation of a model for an intelligent information system for translating artificial languages;

— evaluation of each method separately, their comparison and combination.

The experiments conducted form the basis for further improvement of methods for translating artificial languages.

The limitations of the system include the need to use a parallel corpus of texts in different languages. Another limitation
is the need to train the system on the words that will be used for translation.

Research Results and Discussions

This study was the first to compare the method of translating artificial languages based on mathematical models with
the method of translating artificial languages based on neural networks in the proposed artificial language translation
system.

To test the effectiveness of the developed approach, an experiment was conducted involving four languages: Ukrainian,
English, French, and Esperanto. These languages were chosen because of their different linguistic characteristics. English is
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Fig. 2. Method of translating artificial languages based on mathematical models
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relatively easy to process by machines, French and Ukrainian have developed morphology, and Esperanto is distinguished
by its simplified grammar. This made it possible to evaluate the universality of the system.

The experiment used a developed set of programs consisting of two main components.

A module based on mathematical models (Fig. 2) implements translation using statistical methods. It processes input
texts using a set of modules, each of which contains an algorithm based on a mathematical model. After that, the aggregate
result is processed, and the resulting statistical translation dictionary is generated. [11, 12]

The method of translating artificial languages based on neural networks (Fig. 3) is built on modern machine learning
architectures, capable of taking context into account and identifying hidden patterns.
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Fig. 3. Method of translating artificial languages based on neural networks

These methods were integrated into a single intelligent information system for translating artificial languages (Fig. 4):
pre-processing was performed by an algorithmic block, after which the results were refined by a neural network. This
approach combines the rigour of rules with the flexibility of adaptive models.
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Fig. 4. Intelligent information system for translating artificial languages

For the study, a corpus of sentences on various topics was compiled: everyday dialogues, scientific descriptions, and
literary excerpts. Each sentence was translated from Ukrainian into English, French, and Esperanto, as well as in the
reverse direction. As a result, a complete set of texts for comparison was obtained.

The METEOR methodology was chosen for evaluation, which takes into account the accuracy of the translation
of words, their morphemes and permutations, which is suitable for a complete evaluation of both translation options.
The result was reduced to a single value in the range from 0 to 1, where 1 is the ideal option with which the automatic
translation is compared (human translation). Each incorrect position, permutation, synonym, or incorrect morpheme
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reduces the score by a certain coefficient. After that, this value was converted into a percentage for convenience. That is,
the result will be the percentage of coincidence with the reference translation.

The quality of the translation was checked in pairs of languages. These include English, Ukrainian (local dialect),
French and Esperanto.

The tables show the results of the experiments. The row indicates the source language, the column indicates the target
language. The number of the experiment is indicated in brackets.

The results of the method of translating artificial languages based on mathematical models are given in (Table 1).

Table 1
Results of the method of translating artificial languages based on mathematical models
English Ukrainian French Esperanto
English - 89.4 % (1) 92.9 % (3) 93.5 % (5)
Ukrainian 90.9 % (2) - 88.7 % (7) 91.1 % (9)
French 92.7 % (4) 89.2 % (8) — 89.9 % (11)
Esperanto 92.1 % (6) 92.7 % (10) 89.0 % (12) -

The results show a fairly consistent high level of translation quality across all languages considered, which indicates
the consistency and reliability of the mathematical model used. The system works best in directions involving English:
from English to other languages (92.9-93.5 %) and from Ukrainian to English (90.9 %). Slightly lower values are
observed for translations where English is not involved, in particular between French and Ukrainian (89.2 %) or French
and Esperanto (89.0 %). This may indicate more complex interactions between these languages and fewer indirect
connections in the model.

Overall, the indicators remain within the range of 88-94 %, which characterises the system as stable, with high
translation quality and minor fluctuations depending on the language pair.

Results of the neural network-based artificial language translation method in (Table 2).

Table 2
Results of artificial language translation based on the neural network method
English Ukrainian French Esperanto
English - 89.7 % (1) 92.2 % (3) 92.8 % (5)
Ukrainian 90.3 % (2) - 89.6 % (7) 90.5 % (9)
French 91.1 % (4) 89.2 % (8) - 92.9% (11)
Esperanto 92.7 % (6) 92.1 % (10) 93.0 % (12) -

In the case of the neural network method, the results also remain high and balanced. The best results are observed for
translations from Esperanto into other languages, as well as between English and French. The values for Ukrainian-French
are slightly lower, but the difference is insignificant. Overall, the system demonstrates stable quality with a tendency to
improve in pair combinations directly with Esperanto.

After combining the methods by combining different types of data with certain coefficients, the following results were
obtained (Table 3).

Table 3
Results of the intellectual information system for translating artificial languages
English Ukrainian French Esperanto
English - 89.6 % (1) 93.0 % (3) 93.8 % (5)
Ukrainian 90.1 % (2) - 89.6 % (7) 90.7 % (9)
French 92.9 % (4) 88.8 % (8) — 91.9 % (11)
Esperanto 92.7 % (6) 92.8 % (10) 91.2 % (12) -

The results of comparing all methods can be seen in (Fig. 5).

As we can see from these results, on average, the combined result shows the best performance. The maximum accuracy
achieved was 92.9 %. In some pairs, the result was worse than the separate algorithm, but this was due to the coefficients
used when combining the results. Since each individual language pair can be configured separately, the correct result
will appear in the worst case with the same accuracy as the best of the two results. However, this requires separate
configuration.
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Fig. 5. results of comparison of all methods in the form of a graph

Based on the results obtained, we can conclude that the combination of these two methods allows us to create the best

translation method for artificial languages.
Conclusions

The study was the first to evaluate the accuracy of artificial language translation methods in the proposed intellectual
information system for translating artificial languages. The study achieved its objectives and solved the tasks set.

A detailed study and comparison of translation quality assessment methods was conducted. This made it possible to
determine which translation quality assessment methods are best suited for artificial languages.

All modules of the system were studied, namely neural network translation, algorithmic translation, and combined
translation.

As a result, we found that all methods work on all types of selected languages and show results of up to 92.9 %
translation accuracy on a randomly selected dataset.

Based on the results obtained, we can conclude that the combination of these two methods allows us to create the best
translation method for artificial languages. However, in some cases, the combination may worsen the result of a single method.

The scientific significance of the work lies in deepening the understanding of the mechanisms underlying neural
networks and algorithmic methods. The conclusions presented can serve as a basis for further research in the field of
machine learning and the development of intelligent systems, which will contribute to progress in the field of artificial
intelligence and machine translation.

The practical value of this research lies in the creation of an intelligent translation information system that is
independent of the source languages. This will allow automatic translation to be used for common, artificial and slang
languages without additional costs.
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