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MOJEJIOBAHHSA TPA®IKY THOOPMAIIMHO-KOMYHIKAIIMHUX MEPEXK
I3 BUKOPUCTAHHSAM BJIOYHO-OPIEHTOBAHUX CTPYKTYP
JJIA CUCTEM BUSABJIEHHSA ATAK

Y pobomi ecmanosneno, wo akmyanbHum 3a80aHHAM € N00Y008A AEKEAMHUX NPOSHOZVIOYUX MOOEell Mepexrcesoeo
camonodibnoeo mpagixy, AKi 6 003601UNU BUKOPUCTIOBYBAMU IX 8 CUCEMAX BUABTIEHHS 6MOP2HEHb OISl OeMeKmy8aH s
MepedHcesux aHOMANill 8 PelCUMi PeanbHO20 Hacy 3 O0OCMAMHbOI0 epexmusHicmio 8iOHOCHO NOXUOOK i 00COBIPHOCTI
ma nioguugenoro onepamusHicmio. Ilpu ybomy npoenosyeants mepexncesoeo camonodionozo mpagixy 003601s€ niogu-
WUmMy ONepamuGHiCms GUSGIEHHsT AMax. 3anponoHo8ano OJisi NPOSHO3Y8ANH MPADIKY IHDOPMAYItIHO-KOMYHIKAYITIHUX
Mepedrc BUKOPUCHIOBY 8AMU IHMENeKMY lbHi A0anmueHi (iibmpu-anpoKkCUMamopu, ki noby0o8ari Ha 0CHOBI OJ1OYHO-0pi-
enmoganux mooeneil Binepa, I'amepwmerina ma ix kombinayiti. Mooentogants mepesice8o2o mpaghiky i3 BUKOPUCMAHHAM
0104HO-OPIEHMOBAHUX CIMPYKIYD NPOB0OULOCA 8 cepedosuui Matlab na ocHosi ekcnepumeHmanbHux OaHux — mpagixy,
wo nepedaemocsi uepes Inmeprnem. Ax kpumepiti oyinku mooenetl 6yio UKOPUCTNIAHO KPUMEPIL HeaMieHHOCMI (MIHi-
Mymy 3¢y8y). Ak munu cmpykmyp po3zensioanucs mooeni Binepa, I'amepwmetina, I amepwmerina-Binepa i asmopeepecii
i3 000amMKOBUM BXIOHUM CUSHANOM. AK Oa3UCHT PYHKYIT 6UKOPUCTNOBYBANUCH GCUIGHEN, HEUPOHHI MePedCi NPIMO20 NOULU-
PeHHs1, Oepeso piuteHy, NiniliHi QyHkyii, norinom Konimozoposa-1abopa, obmedsicenns i 3ona newymausocmi. B pezynomami
MOOento8anus OVIO 8UABLEHO, WO nepesazy (V CeHCi Kpumepir MIHIMyMYy 3CY8Y) Maiome OI0YHO-OPIEHMOBAHT MOOeii
Tamepwmerina-Binepa 3 inmenexmyanoHumu 6a3ucHuMy GYHKYIAMU — CUSMOIOAIbHOIO HEPOHHOIO Mepedicelo i GetiGHem.
L inwux 00CaiodnCy8anux O10UHO-0PIEHMOBAHUX MOOeNell nepedasy MmaKolc MAaiomy iIHMeleKmyaibHi 6a3ucHi QyHKyii.
Aodexeamuicms OMpUMAHUX MOOELEl Mepetce020 CAMON0OIOH020 MPApIKy eKCnepuMeHmatbHuM Oanum 6yio nepesi-
PEHO ma niomeepodiCeHo 3a HenapamempuyHum Kpumepiem snaxis. Ilooansuii docniodicenHs maromes 6ymu cnpsmMo8aHi
Ha 0OIPYHMYBAHHS MA OOCAIONCEHHS IHHOPMAMUBHOCMI XAPAKMEPUCTNUK | Mooenel mpa@iKy iHOOpMayiliHO-KOMYHI-
KAYIlHUX Mepexc, a makoxc egheKmusHocmi Kpumepiie ma memooie posnisHasanus amax. Bucnoeku. JJosedena egex-
MUBHICMb BUKOPUCTANHSA OJIOUHO-OPIEHMOBAHUX CIMPYKIMYD Md iHMeNeKMYaIbHUX OA3UCHUX QYHKYIN WYKAHUX Mooenel
Mepexce8o20 camonodibno20 mpagiky npu po3e sI3anHi 3a0aui 1020 NPOSHO3YEAHHSL.

Knrouosi cnosa: mooeniosanisi, npocHo3y6anHs, camonooionutl mpagix, HOOPMAayiiHO-KOMYHIKAYIIHA Mepedicd,
Mmodens Binepa, modens I amepuimerina, 8useieHHs amax.
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MODELING OF INFORMATION AND COMMUNICATION NETWORK TRAFFIC
USING BLOCK-ORIENTED STRUCTURES FOR ATTACK DETECTION SYSTEMS

It was established that the current task is to build adequate predictive models of network self-similar traffic, which
would allow their use in IDS for detecting network anomalies in real time with sufficient efficiency in terms of errors
and reliability and increased efficiency. At the same time, predicting network self-similar traffic allows to increase the
efficiency of attack detection. It is proposed to use intelligent adaptive approximator filters for predicting information
and communication network traffic, which are built on the basis of block-oriented Wiener, Hammerstein models and their
combinations. Network traffic modeling using block-oriented structures was carried out in the Matlab environment based
on experimental data — traffic transmitted via the Internet. The criterion of unbiasedness (minimum shift) was used as
a criterion for evaluating models. The types of structures considered were Wiener, Hammerstein, Hammerstein-Wiener
models and autoregression with an additional input signal. Wavenet, forward propagation neural networks, decision
tree, linear functions, Kolmogorov-Gabor polynomial, saturation and dead zone were used as basic functions. As a
result of the modeling, it was found that the advantage (in the sense of the minimum shift criterion) is given to block-
oriented Hammerstein-Wiener models with intelligent basis functions — a sigmoidal neural network and a wavenet. For

© Tepacina O. B., 2025
Crarrs nommproetses Ha ymoax Jinensii CC BY 4.0

131



BICHHK XHTY M 3(94), 4. 2, 2025 p. IH® OPMAIIIHHI TEXHOJIOTTI

other studied block-oriented models, intelligent basis functions are also preferred. The adequacy of the obtained models
of network self-similar traffic to experimental data was checked and confirmed by the non-parametric sign criterion.
Further research should be aimed at substantiating and studying the informativeness of the characteristics and traffic
models of information and communication networks, as well as the effectiveness of the criteria and methods for recognizing
attacks. Conclusions. The effectiveness of using block-oriented structures and intelligent basis functions of the sought-
after models of network self-similar traffic in solving the problem of its prediction is proven.

Key words: modeling, prediction, self-similar traffic, information and communication network, Wiener model,
Hammerstein model, detection of attacks.

IocTanoBKa npodaeMu

CrpiMKHii PO3BHTOK iH(DOPMAIIIHHUX TEXHOJIOTIH Ta iHhopMaLiHHO-KOMYHIKaIiiHuX cucteM 1 Mepex (IKM) Bukiu-
Kae psiz Oe3npereIeHTHUX 3arpo3 31 CTOPOHKM OKpeMHUX 0¢i0, opraHizaiiii abo kpaiH, siKi parHyTh JecTabiinizyBaTu cyc-
MJIBHE JKUTTSI, BTPYYAOUUCh B POOOTY KPUTHYHO BAXIMBHUX 00’€KTiB iH(pacTpykrypu. ToMy akTyalbHUM pillIEHHIM
3a3HaueHoi MPOOJIEMHU € BUKOPUCTAHHS 3aC001B MOHITOPUHTY, 3IaTHUX aHATi3yBaTH Tpadik Mepexi B PeKUMI PEaTbHOTO
gacy. Jlo Takux 3ac00iB BITHOCATHCS CHCTEMH BUSABICHHS Ta 3anobiranas atak (CBA) [1-4].

AHaJi3 0CTaHHIX J0C/iKeHDb i myOsikanii

OcuoBuuM 3aBnanHsiM CBA e onepaTuBHe BUSIBICHHS BTOPIHEHb Ta 3alPOBAKEHHS €()eKTUBHOTO 3aXHCHOIO CIIe-
Hapiio MI0J0 MPUIMHEHHS (aKTy MOPYLIeHHs KOH(IeHIIITHOCTI, JOCTYIHOCTI Ta IITICHOCTI iH(pOpMaLiHHUX pecypciB
Ta cepeicis [1-4].

Cyuacui CBA npuifHATO pO3AUIATH Ha JBa TUIH: CIPSIMOBAaHI Ha TOIIYK 3J0BXMBAaHb Ta HA BUSBICHHS aHOMANiH
y cucTeMi. BUsiBIIGHHS 371I0BXKUBaHb IPYHTYEThCs HA ()OPMYBaHHI 111a0JIOHIB BTOPTHEHb, 1110 HE € e(hDeKTUBHUM IIPH JIETEK-
TyBaHHI HeBitoMux atak. [y peectpartii HeBimomux atak B IKM BHKOPHCTOBYIOTh CHCTEMH BHUSIBICHHS AaHOMATIH, B SIKIX
MeBHi Aii, 0 € BIAMIHHUMH BiJ MOBEAIHKH B HOPMAJbHOMY CTaHi, iMeHTU(IKYIOTbCSA K aHOMaibHi. [Ipn BHsABICHHI
MEpEeXEBUX aHOMaJIH JaHUMH JJIsl aHaJi3y € MepexeBuid Tpadik. CTBopeHuit Hablp 03HaK (XapakTepucTuku Tpadiky)
TTOPIBHIOETHCS 3 HAOOPOM O3HAK HOPMAIBHOT ISITHOCTI CHUCTEMHU a00 KOHKPETHUX KOPHUCTYBAYiB, 1 SKIIO CIIOCTEpira-
€THCSI CYTTEBA PO3OIKHICTD, (iKCyeThcs MepeskeBa aHomaiis. [Ipu 1boMy, Habip 03HAK HOPMAaJbHOI MISUIBHOCTI CHC-
TeMH ab0 KOHKpeTHUX KopucTyBadiB, CBA Ha OCHOBI aHOMaTiii IOBHHHI HAKOTTMYHWTH TIepe ] TOYaTKOM BUKOPHUCTAHHS,
1 TIOCTIffHO OHOBJIIOBATH HOTO 13 ypaxyBaHHSAM IIOTOYHOTO CITIOCTEPEKYBAHOTO PO isto MepekeBoi akTUBHOCTI [5—8].

Tpadik, mo BuHHUKA€E B cydyacHuX IKM, € HEMHIMHUM CTOXaCTUYHUM MPOIIECOM 3 BIACTHBOCTSAMHU CaMOIo100u, 3 Xao-
THUYHOIO 1 hpakTanbHOIO JuHaMikoro [9, 10]. OriHKa XapakTeprCTHK MepekeBoro Tpadiky HeoOXiHa Uist oOyI0BH HOTo
aJIEKBaTHOI MOJIEJII, 1110 JJ03BOJIsiE ChOPMYBATH €TAIOHHY MOJIeNb (11a0JI0H) «HOPMAJIbHOTO» TpadiKy i 3a HEl BHUSBISITH
anomanii Tpadixy B CBA. Ilpu 11boMy NporHo3yBaHHs MepekeBoro Tpadiky, sike J03BOJISIE MiJBUIUTH ONIEPATHBHICTh
BHABJICHHS aTaK, JOUIBHO MPOBOIUTH i3 BUKOPUCTAHHAM aIalTUBHUX (imbTpiB-ampokcuMaTopi (ADA), moGyaoBaHIX
Ha OCHOBI CHCTEM IITYYHOTO iHTeNeKTy (HelpoHHHX Mepex (HM), ciucrem 3 HewiTKOIO J0TiK0I0) [9].

VY pobori [11] 3ampomoHOBaHO METOAWKY MpOorHO3yBaHHS Tpadiky B IKM, ska ckmamaeTscs 3 ABOX eTamiB: (pax-
TaJdbHUAN aHami3 Tpadiky Ta HOro mporHO3yBaHHS i3 BHKOPHUCTAHHSAM aJalTUBHUX (iIbTpiB-ampokcumaropiB (ADA).
[Ipu poMy, Ha APYTOMY eTarli 3AIHCHIOEThCS OOTPYHTYBAHHS METOIB 1 KPUTEPit0 CTPYKTYPHOI (II00ambHOT) ONTHMI-
3alii, TUIy CTPYKTYpU Mojeni, 6a3ucHUX (yHKIIA Ta METO/AIB MapamMeTpuvHoi ONTHUMi3allii, a TAKOXK CTPYKTypHA Ta
nmapaMeTpuvHa onTuMizais. Ane y po6ori [11] BiacyTHe 0OTpyHTYBaHHS THITY CTPYKTYp MOAEmi Ta 0a3ucHuX (QyHKIiN
(tTurry ADA) a71s TOJaNBIIOTro NPOBEACHHS IPOTHO3YBaHHS MepeskeBoro Tpadiky. Takox y podorax [9, 12—14] mHaBeneno
BHUKOPHUCTAHHS OJIOYHO-OPI€EHTOBAHUX MOZEIICH JJIs BUPIMICHHS Pi3HUX 3aBAaHb, ajle BiACYTHI pOOOTH, /1€ BUKOHYETHCS
OOTPYHTYBaHHS iX THITIB.

TakuM YMHOM, HEBUPIIICHOO 33/1a4et0 € OOIPYHTYBaHHSI THITYy CTPYKTYp Ta 6a3ucHUX (YHKIIH MOJieIe uist TPOTrHO-
3yBaHHA camononiOHoro Tpadiky IKM mis BusBieHHS oro aHomauiit mpu BUKopucTanHi B CBA.

DopMyJTIOBAHHS METH T0CTiIKEeHHS

JlocnipkeHHs Ta O0IpyHTYBaHHS TUIIB CTPYKTYp Ta 0a3ucHUX (PYHKIIi# IPOTHO3YIOUMX MOJIENIE MEPEeKEBOTO CaMo-

1oibHoro Tpadiky JUis BUSBICHHS HOro aHOMaJIiii IPU BUKOPUCTAHHI B CHCTeMaX BHSIBJICHHS Ta 3arl00iraHHs aTax.
Buk/ageHHs 0CHOBHOTO MaTepiaJy A0CTiaKeHHs

OnHi€l0 3 OCHOBHUX MPOOJIEM MpH BHUPILICHHI 3a/a4 1eHTUdIKaLl Ta MPOrHO3yBaHHS CKJIAJHUX CHUCTEM € BUOIp
THITB CTPYKTYp Mozeneit. [IpaBuiibHuil BUOIp CTPYKTYpH MoOJieli 6ararto y YoMy BH3HA4a€e ycIixX moOyJoBH aJleKBaTHOT
MOJIEJi CHCTeMH. 3a3BUYail CTPYKTYPY BU3HAYAIOTh, BUXOSUM 3 (PI3MUHMX 3aKOHIB, 1110 peallizyloThes y cuctemi. OHak,
Taka MOJIEJb HaifuacTile Ma€ BUCOKY PO3MIPHICTb, IO YCKIAaTHIOE ii MPaKTHYHE BUKOPUCTAHHS.

Binpmr TpOOYKTHBHUM € BH3HAYEHHS CTPYKTYp MOAEIEH CKIATHHX CHCTEM Ha OCHOBI CIIOCTEPEKEHb IX BXiJ-
HUX 1 BUXITHMX 3MIHHHX 3 BHKOPHCTAHHSM allPOKCHMAIlil y BUIIAAI (DYyHKIIOHAIBHUX PsiaiB Bosbrepa, mojaiHOMIB
Konmoroposa-I"abopa, 6104HO-OpieHTOBaHUX Mojesel Tomo [9, 12].

VY 6104HO-0PIEHTOBAHUX MOIE/ISIX MEPEKEBHI TPadiK MPEACTABISIETHCS IIJISIXOM KOMIIO3HIIT JTIHIHHOTO THHAMIYHOTO
(JIAB) i meninitinoro ctarmanoro (HCB) 61okiB, Hanpukian, y BUMIsaAI Moneneit Binepa, 'amepireiina abo ix koMmOiHa-
mift [12, 13].
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Mopnens Binepa MicTUTH MOCIHIZOBHO 3’€IHAHI HEMHIMHAN CTaTUYHUH 1 MHIMHAN auHamivHuil Omoxu (puc. 1, a),
a y mozeni ['amepirTeiina, HaBIaKy, HEMHIMHNN OOK mpuBeAeHUi no Buxoay (puc. 1, 6). Ha mamronkax JIJIb — minii
3aTpuMKH T, BENMYMHHE AKUX (TMOMHM TIaM’sTi) BU3HAYAIOThCA PO3MIPHICTIO BXiTHMX d; i BUXiTHMX d; 3MiHHHX,
a'y sskocti HCB MOXXyTh BUKOPHCTOBYBATHCS K TpaauLiiHi 3aco0u: moninomu Jlexxanapa abo Koimmoroposa-I'abopa, Tax
1 IHTENeKTyanbHi — HEMPOHHI MEpPexXi, CHCTEMH 3 HEYITKOIO JIOTIKOIO TOIIO. BXomom Mozenel € BEKTOPH CIIOCTepEKEeHb

{z.[k]} Z[k] mrs MoMeHTIB yacy k, a BUXOJOM — HOTO POrHO3 Ha /1 TAKTiB (57 [k +n]).

Mopnens Binepa-I'amepmTeitHa yTBOPIOETHCS IITXOM 00’ €THAHHS OJ10KiB Mozesei Binepa i ['amepmireiina, as 9oro
BBOJIUTHCSI 3BOPOTHUH 3B’ 130K (pHC. 2, a). Monens ['amepmirelina-Binepa yTBOPIOETHCS TTOCITITOBHAM 3’ € THAHHAM MOJIC-
neit lameprureiina i Binepa. [lpu npoMy y 1ieHTpi 3’€qHAHHS Ba JTIHIHHUX AWHAMIYHUX OJOKH 00’ €IHYIOTHCS B OMH
(puc. 2, 0).

Takox 10 OJI0YHO-OpIEHTOBAaHUX MOAeNeH KpiM Moneneil Binepa, [amepinreitna Ta ix koMmOiHamii (qus. puc. 1-2)
BITHOCATHCSI MOJICNI aBTOperpecii i3 JOMaTKOBUM BXiTHUM curHamoM — ARX-Mozeni, siki OMUCYIOTh HENiHIHHI CTPYK-
TypH, BUKOPHCTOBYIOUH TapajelbHy KOMOIHAIII0 HeTIHIHHUX 1 JTiHIHHIX ONoKiB [12].

(k] € Z[k] . T
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Puc. 1. Crpykrypa Binepa (@) i l'amepiureiina () moaeneii mepe:xeBoro Tpagika

OOrpyHTYBaHHS OJIOYHO-OPIEHTOBAHUX CTPYKTYpP MOJIEJIel MepeKeBOro Tpadiky € CKJIaJI0BOI0 YaCTUHOI METOIMKHU
IHTEJIEKTYalIbHOTO NMPOTHO3yBaHHs camoroaioHoro tpadiky [KM, sika 103BoJjIsi€ MiIBUIIMTH HMOBIPHICTH BU3HAYECHHS
BrOprueHs st CBA 3a paxyHOK 3HVKEHHS TOXHOOK Mojienieit camonoaionoro tpadika [11].

MonemoBaHHs 3aa4i OOIPYHTYBaHHs OJIOYHO-OPIEHTOBAaHMX CTPYKTYp Ta Oa3uCHUX (QYHKLIH Mojeneil mMepeke-
BOrO CaMoIOAIOHOTO Tpadika BUKOHYBAJIOCH 3a JOMOMOIOI0 CTaHAAPTHHX Ta PO3POOJEHUX MPOrpaM y CepeoBHUILI
Matlab / Simulink [14].

Sk excriepuMeHTaNbHI JaHi Oyio B3sTO Tpadik, 1o nepenaetsest yepes3 Mepexxy Inrepuer [15]. [lani sBisiioTh c00010
3anexkHicTh po3mipy Ethernet kajpis B OaiiTax Bijg yacy. [l IX HOpMyBaHHS 110 4acoBOI Oci Oylia MpoBeIcHA MPoLeaypa
arperauii 3 Kpokom 5 c.

3 ocobnMBOCTEH IIHOTO NpoLecy NIMOMHA POrHO3Y Oyi1a NpHUiHATA 3 TaKTH, a MIMOMHA 1mam’sTi — 4.

Sk kpuTepiil OliHKM Mojenell 00paHO KpUTEpii HE3MILIEHHOCTI (MiHIMyMy 3CYBY), SIKMH HE YyTJIUBHU J0 PiBHS
LIyMY y BXIJIHUX JJaHUX 1 IpH 301IbIIEHHI 3aBaj iX MIHIMYM HE 3MILIYETHCS B 00J1aCTh ITPOCTIMINX Mozenei [16].

_ ||?A[m+n]—}73[m+n]"
« ”Y*[m—i-n]" .

(M

e Y m+n] i ?B[m +n] — Buxoau MojieNel, ki HaB4eHi Ha BUbipKax 4 i B, BiANOBIAHO.

S THIIN CTPYKTYp po3mIsnanuchk Mozeni Binepa, amepmreitna, ['amepmreiina-Binepa i ARX. ITpu pomy, six HCh
(6azucHi pynkii) mrs momneni ARX BuxopuctoByBanuch BeiiBHeT (HM 3 (yHKIi€t0 akTHBaIii y BUTIIAII BEHBIIET), Kac-
kagHa HM mpsiMoro mommipeHHs 3 TPUKYTHOIO (YHKITIEI0 aKTHBAIlil TPUXOBAHOTO Iapy, curmoigansHa HM (HM mps-
MOTO TIOMIMPEHHS 3 JIOTICTUYHOIO CHUTMOINalbHOI (PYHKITIEIO aKTHBAIlli IPIXOBAHOTO MIAPY), AEPEBO PillleHb 1 JiHiHA
¢byHkis, a 1 moneneit Binepa, 'amepmrreiina i [amepmureitna-Binepa — BeiiBHeT, moniHoM Kommoroposa-I'abopa, cur-
MoinampHa HM, KyckoBo-miHilHA QyHKIISA, oOMexkeHHs (Saturation — ofHa 3 HENIHIHHOCTEW; CUTHAN Ha BUXOAI OJOKa
JOPIBHIOE BXITHOMY CHTHAJy JIOTH, IIOKH HE JOCSATHE 33JaHUX MOPOTiB 0OMEKEHHS: BEPXHHOTO ab0 HIKHBOTO; MICIIS
FOTO CHTHAJ TIepecTae 3MiHIOBaTHCs) i 30Ha HedyTmBocTi (DeadZone — omHa 3 HENMHIMHOCTEH, IO SABIIE COOOIO
THIHY 3aJIeKHICTh BUXITHOTO CHTHAIY BiJ BXiTHOTO CKpi3b, 32 BUHSATKOM 00JIaCTi MEPTBOi 30HM).
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Puc. 2. Crpykrypa Binepa-I'amepuureiina (a) i Famepireiina-Binepa (6) monesieii MepeskeBoro Tpagika

Pesynbratn MoJIeIOBaHHS MEpPEKEBOro Tpadiky i3 BAKOPUCTAHHIM OI0YHO-0pieHTOBaHOI cTpykTYpu ARX HaBeneHo
Ha puc. 3, a. [Ipu iboMy 3HaueHHs kputepito (1) ckmano 16,13 % nns BetiBaety, 15,86 % mist kackaaHoi HM mpsimoro
notmpensst, 19,55 % mist curmoinansroi HM, 20,05 % st nepesa pimiens 1 21,19 % st niHiiiHOT QyHKIIT.

Pesynbratn MOJEITIOBaHHS MEPEKEBOTO TpadiKy 13 BUKOPUCTAHHSIM OJIOYHO-OPIEHTOBaHOI CTPYKTypH ["amepiiTeiina-
Binepa nareneno na puc. 3, 6. [Ipu nbomy 3nauenHs kputepito (1) ckiano 3,70 % nis BeiBHeTy, 20,59 % as nomiHOMy
Konmoroposa-I'adopa, 1,77 % mist curmoinansaoi HM, 4,83 % a1 KyckoBoO-JiHIHHOT QyHKIIT, 5,46 % 115 0OMEXEeHHs
14,19 % i 30HU HEUYTIIUBOCTI.

PesynbraT MOJENIOBaHHS MepeKeBOro Tpadiky i3 BUKOPHCTAHHSIM OJIOYHO-OpiEHTOBaHOT CTPYKTypu Binepa HaBe-
JIeHO Ha puc. 4, a. [Ipu npomy 3HaueHHs Kputepito (1) ckinano 6,59 % mist BeitBHeTy, 8,36 % ass nosainomy Koamoroposa-
T'abopa, 3,67 % mns curmoinansHoi HM, 10,73 % mist kyckoBo-miHiiHOT GyHKIIT, 9,22 % s oOMexeHHs 1 8,36 % s
30HHU HEYYTIUBOCTI.

Pesynbratn MojientoBaHHsI MepeKeBOTo TpadiKy i3 BUKOPUCTAHHIM OJIOYHO-OPI€HTOBAHOT CTPYKTypH [ ameprireiina
HaBeneHO Ha puc. 4, 6. Ilpu npomy 3HaueHHst kputepito (1) ckmamo 7,17 % mus BeitBaery, 8,01 % mist moaiHOMY
Konmoroposa-I'adbopa, 7,18 % mist curmoinansaoi HM, 7,35 % aiis kyckoBo-JiHiiHOT GyHKII, 9,48 % 115 0OMeXeHHs
17,21 % 1t 30HU HEYYTIIUBOCTI.

Bcranosneno (auB. puc. 3—4), mo nepesary (y ceHci Kpurtepito MiHiMymy 3cyBy (1)) MaroTh OJII0OYHO-OpiEHTOBaHI
Mmozedi ['amepiureiina-Binepa 3 iHTeNnekTyabHUMK 6a3ucHUMHA QYHKIIsIMU — curMoinansHoto HM 1 BeiiBHeT. [list iHImx
MojieJiel mepeBary TakoX MaroTh iHTeNeKTyanbHi 0asucHi ¢yHkuii (uis Binepa, ['ameprureitna — curmoinaisia HM
i BeiiBHeT, st ARX — curmoinansaa HM, kackagna HM i BeiiBHET).

Yac obumciieHb Ha komIr'totepi 3 mporecopom Pentium IV 3a monensimu Binepa, ['amepiureiina i I'amepiureiina-
Binepa cranoButh 8—11 Mc Ha ki nporuo3y, a mo ARX — 0,3 mc, 1110 He BHOCHTH YaCOBUX OOMEKEHb Ha 3aCTOCYBAHHS
UX MOJeNIeH /I mporHo3yBaHHA Tpadika B IKM.

AJIEKBaTHICTh OTPHMaHHUX MOJIENIell MepexeBoro Tpadiky nepesipsutacs 3a HelapaMeTPUYHUM KPHUTEpPIEM 3HAKIB.
Bys0 BcTaHOBIIEHO, 1110 /TSt piBHs 3HauyIocTi 0,01 po3pobieHi Moei aJeKBaTHI eKCIICPUMEHTATIBHAM Peati3arlisiM.

134



BICHHK XHTY M 3(94), 4. 2, 2025 p. IH® OPMAIIIHHI TEXHOJIOTTI

L. I ! | | ! | | T
—— Output Data i i ; :
—— Model Output Wavenet
600 |----1 —— Model Output Linear s | S S
“““““ Model Output Sigmoidnet i i i i
------- Model Output Cascade Neural Network 1 i
- Model Output Treepartition
500 i - - - e EtEL IL ______________________________________________________ —
2 ' ' : i |
= i f . { : i . : ;
= H H i : ' i : H H
[ : : :
3 400f- :- : —
= ;
o H
[+
=

300

200

i i i i i i i i i
10?00 105 110 115 120 125 130 135 140 145 150
Time, samples
a
700 ; ! l. ! ! ! ! !
— Qutput Data ' ' ' ' '

—— Model Output Wavenet
— Model Output Poly ' : i g i
B00 -] === Model Output Sigmoidnet [-------i-------mmmmeeees e et | R fesm e i —
—— Model Output Pwlinear S { ; : ]

Model Output Saturation

= Model Output Deadzone

e — e s g e e

Magnitude, units
B
(=]
o
|
|

300

200 [i- iy

1 i i i i i i i i
0?00 105 110 115 120 125 130 135 140 145 150
Time, samples

b

Puc. 3. PesyabTaT Moe1I0BaHHS Mepe:keBoro Tpadiky i3 Bukopuctanusam ctpyktypu ARX (a)
i FamepmTeiina-Binepa (0)

BucnoBku
3anpornoHOBaHO IS POTHO3YBAHHS caMonoAiOHoro Tpadiky B iHPOpPMAIiTHO-KOMYHIKaIIHHUX MEpexax BUKOPHC-
TOBYBATH IHTENIEKTyaJIbHI aJanTUBHI (iIBTpH-aIPOKCHMATOPH, SIKi MOOyI0BaHI Ha OCHOBI OJIOYHO-OPIEHTOBAHMX MOJIE-
neit Birepa, lamepmureiiaa Ta X KoMOiHAMiH.
[InsxoM MOAETIOBAaHHS Ha OCHOBI €KCIIEPUMEHTAIBHIX JaHWX TOKa3aHa €(eKTHBHICTE BUKOPUCTAHHS OJIOYHO-0pi-
€HTOBAHUX CTPYKTYP Ta IHTEJIEKTYaTbHUAX 0a3UCHUX (PYHKIIH NIyKaHUX MOJENeH MepekeBoro Tpadiky mpH po3B’si3aHHI
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Puc. 4. PesyabTaTn Moe1I0BaHHS Mepe:keBOro Tpadiky i3 Bu
i FTamepmTeiina (0)

KOPHCTAHHSAM cTPYKTYpH Binepa (a)

3ajia4i oro nmporHo3ysaHHs. [lepeBipeHa Ta miaTBepIUKeHa aJeKBaTHICTh OTpUMaHuX Moaenei Tpadiky IKM excnepu-

MCHTAJIbHUM JIaHUM.

[Momanpuii fociikKeHHs MatOTh OyTH CHIPSIMOBaHI Ha OOIPYHTYBaHHS Ta A0CIIIKEHHS i1HPOPMAaTHBHOCTI XapakTepHc-

THK 1 MOJieNiel MepexxeBoro Tpadiky, a TaKoXk e(eKTUBHOCTI KPUTEPIiB Ta
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