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METOIN HABYAHHA 3 IIIAKPIIIVIEHHAM BE3IIIJIOTHUX JIITAJIBHUX
AITAPATIB Y 3ABJIAHHAX BIMCHKOBOI JIOI'ICTUKHA

Y ecmammi nposedeno pozeoprymuii 02ns0 cywacHux memooié HasuanHs 3 niokpiniennsm (Reinforcement Learning,
RL) ma ixuvoeo 3acmocysanns y cepi 8iUCbKOBOI 102ICMUKU 13 BUKOPUCMAHHAM OE3NINOMHUX JIMAIbHUX anapamie
(bnJIA). Akmyanvricme memu 3ymosiena spocmanusm poii bnJlA y sabesneuenni onepamusHo2o0 mpaHcnopmy8aHHsi 6aH-
maoicis, po36IoOKU ma NiOMpUMKU 60108UX NIOPO30INIE, 0COONUBO 8 YMOBAX OOMEINCEHO20 YACY MA BUCOKO20 PIBHS PUSUKY.
Tpoananizosaro knouo6i Haykoei pobomit, Wo demoHcmpyroms egpekmusHicms RL y 3a80aHHAX NIAHY8AHH MAPUIPYIY,
KoopouHayii epyn oponie (multi-agent RL, MARL), ynpasninna pecypcamu ma eHepeoCnONCUBAHHAM, d MAKOXHC V KOH-
mexcmi 8paxysants nesuznavenocmeu i pusuxie (risk-sensitive RL, CVaR). Ocobnusy ysacy npudiieHo nioxooam, sKi
00360/15110Mb POPMANI3y8amu 102ICMUYHI 3a0a4i IK MAPKOSCLKI NPoyecu nputiHammsi piuteHs i3 oomexcennsimu (CMDP),
3aCMOCYBAHHIO MEXAMIZMIB Y8azu ma 2pago6ux HetpOHHUX Mepedc OJisl ONMUMI3AYLL Mapuipymis, a makodic mexHoi02isam
yenmpanbro2o Hasuanus 3 Oeyenmpanizosanum euxonanusm (CTDE), wo 3abe3neuyoms eghekmueHy 63aemMooiio Kilbkox
bnJIA 6 peanvrhomy uaci. Hasedeno mamemamuuni modeni ma ¢hopmynu, wo onucyoms npoyec onmumizayii noaimuxu
KepYBAaHHs, eHepeemuyHi 0OMeHCeH s ma aneo0pummiyHi Moouixayii, cnpamosari Ha niosuujerHs besnexu il HAOitIHOCMI
uKoHanus 3a60anb. Oenad micmumos ananiz nioxodie 0o inmezpayii RL-piwens i3 cucmemamu MOHIMOPUHEY U KOHMPO-
T, @ MAKOAC ONUCYE CYUACHT GUKTIUKU, Cepel AKUX € NpobiemMa nepenecents HA84eHUX NOLMUK I3 CUMYISIMOPIB Y PeanbHi
ymosu (sim-to-real), oomedcenicmos obuuc08anbHUX pecypcie Ha bopmy BnJlA ma neobxionicms cmitikocmi 00 empamu
36’a3Ky. Pesynemamu pobomu modxcymes Oymu 6ukopucmai 011 nodyoosu epekmunux 102ICIMUYHUX niam@opm, uwo
30amHi 00 a8MOHOMHOI adanmayii 8 yMo8ax OUHAMIUHUX I HeDe3NeuHUX cepedosuLY.

Knrouoei cnosa: nasyanus 3 niokpinieHuam, Oe3niiomui aimanvui anapamu, gilicekosa nozicmuka, MARL, CMDP,
CVaR, CTDE, mapwpymu3zayisi, enepeemudni 0OMedcenHs, CUMYAAYIUHE HAGYAHHSL.
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REINFORCEMENT LEARNING METHODS FOR UNMANNED AERIAL VEHICLES
IN MILITARY LOGISTICS TASKS

This article provides a comprehensive review of modern reinforcement learning (RL) methods and their application in
military logistics involving unmanned aerial vehicles (UAVs). The relevance of this topic arises from the increasing role
of UAVs in ensuring rapid cargo transportation, reconnaissance, and support for combat units, particularly under time
constraints and high-risk conditions. The paper analyzes key peer-reviewed studies that demonstrate the efficiency of RL
in route planning, multi-agent coordination (multi-agent RL, MARL), resource and energy management, and risk-sensitive
decision-making (CVaR). Special attention is devoted to approaches that formalize logistics tasks as constrained Markov
decision processes (CMDP), the application of attention mechanisms and graph neural networks for route optimization,
and centralized training with decentralized execution (CTDE) frameworks that enable effective multi-UAV cooperation
in real time. Mathematical models and formulas describing policy optimization, energy constraints, and algorithmic
safety enhancements are presented. The review also examines methods for integrating RL solutions with monitoring and
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control systems, addressing current challenges such as sim-to-real transfer, limited onboard computational resources,
and resilience to communication loss. The findings of this work can serve as a foundation for building autonomous,
adaptive logistics platforms capable of operating efficiently in dynamic and hazardous environments.

Key words: reinforcement learning, unmanned aerial vehicles, military logistics, MARL, CMDP, CVaR, CTDE,
routing, energy constraints, simulation-based training.

IocTranoBka nmpobaemu

BiiicbkoBa JIOTICTHKA € OHUM i3 KIFOUOBHX €JICMCHTIB 3a0e3IeueHHsI O0€3MaTHOCTI apMii, OCKUTBKU €(PEKTHBHICTh
ToCTaYaHHs PeCypciB, TPAHCIIOPTYBAaHHS 00JIIHAHHS Ta CBOEYACHOTO Ii/IBE3CHHS OO€npuItacis 0e3nocepeiHb0 BILINBAE
Ha pe3ynbrar 6oioBux onepauiil [1-3]. Cy4acHi KOHQIIIKTH XapaKTepH3yIOThCSI BUCOKOIO JTMHAMIYHICTIO, aCHMETPHY-
HUMH 3arpo3aMy, OIBHJIKHUMHU 3MIiHAMH TaKTHYHOI OOCTaHOBKM Ta HEOOXIJHICTIO 3a0e3IeueHHs OIepaTHBHOIO peary-
BaHHS y PEKHMMI pPeajbHOro yacy. Y TakMxX yMOBax TPaIMLiiHI METOIM JOTICTHYHOIO IUIAaHYyBAaHHS, Taki SIK CTaTW4HI
MapIuIpyTH, HEHTPaIi30BaHe yNPaBIiHHS Ta )KOPCTKO (hikcoBaHi rpadiku, BUSBISAIOTECS Maloe()eKTHBHIMHU ab0 HaBiTh
HenpuaaTHUMU. Bukopucranus Oe3niioTHuX JitanbHuX anaparis (BriJIA) BigkpruBae HOBI MOXKIIMBOCTI JUISl BUPIIICHHS
JIOTICTHYHMX 33/1a4. 3aB/ISIKH MOOUIBHOCTI, 3JaTHOCTI IIPALIOBaTH B yMOBaX OOMEXEHOTO JIOCTYITY Ta 3HW)KCHOMY PU3HKY
JUIs1 0COO0BOTO CKJIaTy, APOHH BXKE YCIIILIIHO 3aCTOCOBYIOTBCSI JUIS IOCTABKH HEBEJIMKUX, aJIe KPUTUYHO BaXKJIMBHX BaHTa-
XKIB: MEZIMKAaMEHTIB, KOMIUICKTIB 3B’sI3KY, JIeTajel It peMOHTY TexHiku. [Ipote inTerpanist briJIA y BificbKOBY JIOTiCTHKY
BHUMarae BHUPILICHHS PAy CKJIaJHUX NPOOJIeM, NOB’SI3aHUX 13 MapIIpyTU3aIi€lo, YIIPaBIiHHIM SHEPreTHYHUMH Pecyp-
caMy, yHHKHEHHSIM 3arpo3 Ta KOOPAMHALIIEIO TPy JPOHIB Y IMHAMIYHUX 1 HeOe3neyHnx ymoBax [4, 5].

OpHUM 3 HAHOUTBII MEPCIIEKTHBHUX ITiAXO/IB JI0 BUPIIICHHS IMX 3a/1a4 € HaBYaHH: 3 miakpiruieHHsM (Reinforcement
Learning, RL), sixe 1o3Boiisie arenty (y Hanromy Bunaaky briJIA a6o rpymi briJIA) HaBuarucs onTuManbHOT ITOBEIHKY Ha
OCHOBI B3a€MO/Iii 3 CepeIOBUILEM, MAKCUMI3yIOUH JIOBFTOCTPOKOBY BUHAropoy. OcoOmMBo1 yBaru 3aciryroByoTb Moaui-
kanii RL, Taki sk GararoareHtHe mijkpiruitoBansHe HaBdanHs (Multi-Agent RL, MARL), o 3a6e3nedye koopanHaLio
MiX KiJTbKOMa JApOHaMU, a Takoxk miaxomu 3 oomesxkeHHs Mu (Constrained MDP, CMDP), siki 103BOJISIOTh BPaxOBYBaTu
oOMexXeHHs Oe3IeKH, EHEProCIOKUBAHHS Ta 30H A0CTyIly. [Ipodiemarnka crae 1ie CKJIJIHIIIOI y 3B s3Ky 3 HAsIBHICTIO
CTOXAaCTHYHUX (pAKTOPIB: 3MIHU MIOTOJHUX YMOB, HeTlepe10auyBaHiX 3arpo3, BOPOXKUX /i, 0OMEXEHOT POITyCKHOT 3/1aT-
HOCTI KaHaJliB 3B’s3Ky. Lle 00ymoBITI0€ HEOOXiAHICTh BUKOPUCTAHHS PU3UK-OPIEHTOBAaHUX MeToaiB (Hampukian, CVaR
Conditional Value at Risk), mo m103BOJISIFOTE MiHIMI3yBaTH HETaTWBHI HACHIIKU €KCTPUMAIBHUX MOJIN, KPUTUIHUX JIJIS
BiliCEKOBHX omepartii [6—8].

Takum 4yMHOM, HAayKOBE 3aB/IaHHS IOJISITAE y cUcTeMaru3anii cydacHux MerofiB RL, ski MoxxHa epeKTHBHO 3aCTOCO-
BYBaTH y BIMCHKOBII1 JoricTHL 3 BUKOpHCTaHHAM briJIA, 3 ypaXyBaHHSIM sIK MaTeMaTHYHUX MOJIENEH, TaK 1 alropuTMiv-
HUX pillleHb, 3/1aTHUX 3a0e3IeUnTH HaliiiHy Ta Oe3redHy poOoTy y peabHUX OOMOBHX YMOBaX.

AHaJi3 ocTaHHIX A0c/iIxKeHb i myOsikanii

3a OCTaHHE JECATWIITTS IHTEPEC 10 BUKOPUCTAHHS IT1AKPIIUIIOBAILHOTO HAaBYaHHS y BIMCHKOBIH JioricTUIi T2 poOboTO-
TEXHilli 3HAYHO 3pic, 1110 MiATBEPIHKYETHCS 3POCTAIOUOI0 KUIBKICTIO MyOIIiKalii y IPOBIJHNX KypHAJIaX 3 IHTEJICKTyalb-
HUX CHCTEM, IITYYHOTO iHTEJIEKTY Ta aBTOHOMHHX poOOTIB. PO3IIsIHEMO OCHOBHI HAIIPSIMU JIOCIIJIKEHb, Ki (DOPMYIOTH
HayKOBY OCHOBY JaHOI TEMH.

[epmmii maacT podiT NOB’s13aHUIT 13 MAPKOBCHKUMH IpoLiecaMy NpUHHATTS pimteHs (MDP) juist mutanyBanHS Mapii-
PYTiB aBTOHOMHHUX amnapariB y CKJIaaHuX cepenosumax. Kimacuuni poboTu, Taki sk pociiukeHss [1], 3akmamu 6a3y RL,
ase Bke y 2010-x 3’ssBuincst poOOTH, 1110 JJIEMOHCTPYIOTH ITPAKTHYHY peallizaliifo IUX MiJXOAIB JUIsl JIITAIOYMX araparis.
Hanpuknan, y [2] npencrasieno 3actocyBanns Q-learning Ta SARSA must nasirauii briJIA 3 ypaxyBaHHSM Inepemkosn
Ta 0OMeskeHoro 3aracy eHeprii. L{st poboTa nokasasna, mo HaBiTe Tabau4uHi Metoau RL 31aTHi 3a0e3mnedyBaTy ajanTHBHE
IUTaHYBaHHS B YMOBAax 3MiHHOT 00CTaHOBKH, X0ua MacIiTaOyBaHHs Ha BEJIMKI IPOCTOPH CTAHIB 3AJIMIIAIOCS IIPOOIEMOIO.

Jpyruit HanpsiM J10CiTikeHb — OaratoareHTHe MijgKkpirunoBansHe HaBdaHHs (MARL), sike 103B0JIslE KOOPAWHYBAaTH
IpYIH JPOHIB JUIS CIIJIBHOTO BUKOHAHHS 3aBlIaHb. Y poOoti [3] 3anpornonoBano Multi-Agent Deep Deterministic Policy
Gradient (MADDPG), 1o 3a0e3neuye crabinbHe HaBYaHHS Yy CLEHAPIsSX 3 YaCTKOBOIO CHOCTEpexyBaHicTio. [Tomanburi
JIOCITIJKeHHS, 30KkpeMa [4], iHTerpyBaiu el miaxix i3 MexaHi3MaMH [EeHTPaTi30BaHOTO HaBYaHHS Ta JCLEHTpPaIi30Ba-
soro BukoHaHHs (CTDE), mo oco0imBo BayKIMBO y BIFCHKOBIH JIOTICTHII, 1€ Tl YaC BUKOHAHHS 3aBIaHb 3B’ SI30K MiXK
JpOHAMH MOke OyTH 0OMEKeHNM a0 MOXe TIepepUBaTUCS.

Tperiit Baromuii Hanpsim 1e 3actocysanHs Constrained Markov Decision Processes (CMDP). ¥V po6orti [5] Oyno
3anporonoBaHo airoputM Constrained Policy Optimization (CPO), sikuit 3a0e3neuye 1OTpUMaHHS 33JaHUX 0OMEKEHb
(Hanpukiaz, piBHS pU3MKy ab0 BUTpaTH €Heprii) mpu omrumizanii noxituku. Ilogameini gocmipkeHHs [6] mokasanu
edpexruBHicth CMDP y cueHapisix, e KpUTHYHO BaXIIMBO YHUKATH 3arpo3, TakuX K Bopoxi 3acoou [1I10.

BaxmBuM miixo0M 10 TiABHIICHHS HATIHHOCTI € pU3HMK-OPIEHTOBaHE IMiJKPIILTIOBAIbHE HaBUYaHHS. B poborti [7]
aBropu npoaeMoHcTpyBanu Bukopucranus Conditional Value at Risk (CVaR) st miHiMi3anii #IMOBIpHOCTI KaracTpo-
¢ivaux monid. Y poboti [8] 3ampononoBano moeqHanHs CVaR i3 MOmenssMu IpOTHO3YBaHHS 3arpo3, M0 Jali0 3MOTY
JpoHaM BHOMpaTH MapIpyTH, sIKi 3SMEHIIYIOTh IMOBIPHICTB OTPAIUISTHHS B 30HY YPa)KEHHS HAaBITh Y BUIIA/IKaX HETIOBHOT
iHpOopMaii.
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OxpeMy TpyIy IOCTiIKeHb CKIanatoTh podoTtu 3 Graph Neural Networks (GNN) mist MonemoBaHHS JTOTiCTHIHUX
Mepex. B crarti [9] mokazanu, mo GNN MoXyTh e(peKTHBHO y3arajJbHIOBATH MOJITHKH HAa HOBI TOMOJOTII Mepexi, 1o
KPUTHYHO BaYJIUBO JIJISI BIHCHKOBHX JIOTICTUYHHX OIIEpAIlili, Ie CTPYKTypa TPAHCIIOPTHHX IIJISIXiB 3MiHIOETHCSI BHACIITOK
6otioBux niii. Lle mo3Bossie mBHAKO epeOyI0ByBaTH MapIIpyTH O6€3 MOBTOPHOTO TPHBAJIOTO HABYAHHS.

Hapemri, mpaktraHa inTerpamnis RL y BificbKOBI cuMymsmniiiHi cepemoBuiia po3rstHyTa y [10], me 3ampornoHoBaHO
BHUKOPHUCTAHHS MiAXOMy sim-to-real 3 TOMEHHMMH BHIIAJAKOBOCTSIMH JUIS ITiJBUINEHHS CTIHKOCTI MOJITHK IPH TEpeHe-
CEeHHI iX 3 CHMYJIATOpa Y peaIbHUH CBIT. ABTOPH TOKA3aJIH, 10 HEH MiAXia 3HIDKY€E maaiHHg e(eKTHBHOCTI PH Mepexoi
BiJl HABYAHHS y BIPTyaJbHOMY CEpEIOBHIII O poOoTH y (iznuHnx ymoBax Ha 30—40 %.

DopMyJTIOBAHHS METH A0CTiIKEeHHS

Mertoro i€l poGOTH € OTIIsA HAYKOBHX MiIXOIB 0 3aCTOCYBAaHHS METOIIB HaBYaHHA 3 MiIKPITUICHHSIM y 3aBIaH-
HSX BIFICBKOBOI JIOTiCTHKH i3 BUKOPHCTAHHAM OE3IMIIOTHHX JIITATBHUX amapariB. Y poOOTi y3araabHIOIOThCA (popManbHi
mopeni mpuitaaTTs pimess (MDP, CMDP, Dec-POMDP), po3misaatoTses Miaxoan TTHOMHHOTO Ta 6araroareHTHOTO RL,
a TaKoXX METO/IH, OPiEHTOBaHI Ha Oe3IeKy Ta YIPaBIiHHI PU3UKAMU.

OCHOBHHMMH 3aBIAHHSAMH JTOCIIDKEHHS €:

* CHCTEMaTH3allisl iICHYIOUMX MiAXO/IB Ta KIacH]ikamisg iX 3aCTOCYBaHHS 0 Pi3HUX THITIB JOTICTHYHUX 3a]a4;

*  aHaJIi3 mmepeBar i 00MeKeHb CyJacHUX anroputMiB RL y KOHTEKCTi BIHCPKOBUX YMOB;

* (opmymroBaHHS y3araJbHEHHX BHCHOBKIB OO MpHAaTHOCTI MeToniB RL 10 mpakTHYHOTO BUKOPHCTAHHS Y Biii-
CBKOBIH JIOTiCTHIII.

OO0’ €KTOM AOCITIKEHHS BUCTYIIA€ TPOLIEC MIPHHHATTS PIlICHb Y BIICHKOBHX JOTICTHYHUX CHCTEMax 3 BUKOPHCTAH-
M BriJIA, a mpeaqmerom € anroputmu RL Ta iX 3matHICTh 3a0e3medyBaty e(heKTUBHE 1 Oe31euHe IUTaHyBaHHS il y TUHA-
MIYHOMY CEpPEIOBHIII.

Buk/ageHHs 0CHOBHOTO MaTepiay A0CTiaKeHHS

[Ipo6nema inTerparii RL y BificbKOBY JOTiCTHKY 3 BUKOpHCTaHHAM briJIA BuMmarae oHO9acHOTO BpaxyBaHHS SIK aJro-
PUTMIYHHX, TaK i IlKEHEPHUX acMeKTiB. Y IMEeHTPI Li€l 3a/1adi € HeoOXiHICTh aJalTHBHOTO TUIAHYBAaHHS Ta KOOPAWHAII{
B YMOBaxX HEBH3HAYCHOCTI, PU3UKY Ta YKOPCTKUX OOMEXeHb pecypciB. Ha BimMiHy Bif IUBITPHUX CIEHApIiB, € ONTH-
Mi3allis 9acTo 3BOAMTHCS 0 MiHIMIi3alii yacy 4u BHUTpAT, Y BIHCHKOBHX YMOBaX KPUTHYHHMH € 30epekeHHs amaparis,
BHUKOHAHHA MICii Ta 3HIKCHHS ONepaIiifHuX PU3MKIB HaBITh 3a paXyHOK 30UTBIICHHS BUTPAT Yacy abo eneprii [3, 5, 7].

Bbazosa mogens RL mms okpemoro BriJIA moxe OyTu mpencTaBieHa SK MapKOBCHKUH MPOIEC MPUHHSATTS pillieHb
(MDP), 1110 OTTUCYETBCS KOPTEXKEM:

M:<S3A9P5Ra 'Y): (1)

e S — MHOXKMHA MOXIJIMBHX CTaHIB (IIO3MILsI JApOHA, 3apsiy Oarapei, HOCTYIHICTh KaHaJiB 3B 53Ky, iH(pOpMAIis Ipo
3arpo3n); A — MHO)KMHA JIOIyCTUMHUX Ail (3MiHa Kypcy, BUCOTH, IIBUAKOCTI, BUKOHAHHSI IO0CTaBKM); P(s" | s, @) — IMOBIp-
HICTB Mepexo/ly B CTaH s’ Imiciisi BUKOHAHHS il a B cTaHi s; R(s, a) — GyHkuis Bunaropoau; y € (0, 1) — koeditieHT TUCKOH-
TYBaHHsI, 110 Bi10Opa)kae MPIOPUTET KOPOTKOCTPOKOBUX a00 JOBFOCTPOKOBUX BUTOJ. Y 3aadax BiiCHKOBOT JIOTICTHKU
Ba)KJIMBO BPaXOBYBaTH OOMEKEHHSI, SIKi TIPUPOIHO 1HTErpytoThes y Mozaenb Constrained MDP (CMDP):

MC = <S9 A) P’ R’ C’ d) Y>’ (2)

ne C(s, a) — GyHKIis BUTpaAT (HAIpHKIIa, CIOKUBAHHS eHeprii abo pru3nK nepeOyBaHHs B 30HI ypaXXeHHs), a d — J0ITyc-
TUMHUH piBeHb nux BUTpar. Ontumizanis y CMDP 3ailicHIOETbCSI 3 ypaxyBaHHSIM OOMEXKCHb:

© ©
max [, ;VtR(S,aa,) , ne E_ ;V’R(st,at) <d. (3)
Mertoau Ha kirrait Constrained Policy Optimization (CPO) [5] 103BOISIFOTE JOTPUMYBATUCS [IUX OOMEKEHb IT1]] 4ac
HaBYaHHSI MMOJIITUKH, III0 OCOOJIMBO IIHHO AJIsI MICiH, JIe IEPEBUILEHHS JOMyCTUMOTO PiBHS PU3NUKY HEPUITYCTUME.
BiificbKOBI CepeIOBHINA 3a CBOEIO MPUPOIOI0 € CTOXACTUYHUMHU: [TOBEIIHKA IPOTUBHHUKA, IIOTOIHI YMOBH, CTaH iH(ppa-
CTPYKTYpH 3MIHIOIOThCS HemepenoadyBano. Knacuune RL HamMaraeTbcst MaKCHMIi3yBaTH CEPEIHIO BUHATOPOLY, aJie B yMO-
Bax 0OMOBHUX OTepalliii e MoXKe MPU3BECTH J0 HeOaKaHUX CIICHAPIiB: MOMITHKA, 1110 € ONTUMAJIBLHOI0 MOXKe OyTH (arab-
HOIO B PIJIKICHUX, allé KPUTUYHO HEOE3MeUyHUX BHUMAJAKax. TOMy 3aCTOCOBYIOTh PHU3HMK-OPIEHTOBaHI KpHUTepii, 30Kkpema
Conditional Value at Risk (CVaR) [7,8], sikuii popmaitizyerses sIK:

CVaR(Z)=E[Z|Z < q.(2)], “4)

Ie ¢o(Z) — o-KBaHTWIb PO3MOALTY BUrpanty Z. Ll MeTpuka J03BOIIsIE ONTHUMI3yBaTH MOJITHKY Tak, 100 MiHIMI3yBaTn

HEeraTUBHI HACJIJIKK y Halripmmx oo % crieHapiiB, 110 HAIpsIMy BiJIIOB1Ia€ BUMOTaM BiHCHKOBHX OTIEpallii.
Koopnunanis xinbkox BriJIA e me Ounbir ckiagHUM 3aBIaHHSIM, OCKIJIBKM HEOOXIHO BPaxoBYyBAaTH SIK CIUIbHY

METy, TaK 1 IHMBiyallbHI 0OMeKeHHs KoxHOoro arapara. Multi-Agent RL (MARL) npornonye mijgxouu, o MoeJHyoTh
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LIEHTpaTi30BaHe HaBYaHHA 3 mereHTpanizoBannM BukoHaHHAM (CTDE), sk y anropurmax MADDPG [3] a6o QMIX [4].
VY Takux cueHapisx (QpyHKIIisI BAHATOPOIN MOXKE MaTh BUTIIS:

N
R = %[Z:l:rf —\-Collisions, 5)
e TIEPIINH JOAaHOK OMHCY€E CePEIHIH Mporpec ycix areHTiB, a ApyTruil — mrpad 3a KOHQIIKTH, 3ITKHEHHS 200 MOPYIIICHHS
30HN Oe3neknu. BaxknmuBuMm acnexktoM MARL y BifiCBKOBiH JOTICTHII € MOXIUBICTh PO3MOALUTY 3aBIaHb: OTHI APOHU
MOXXYTh BUKOHYBaTH JOCTaBKy, iHII — 3a0e3MedyBaTH pO3BiAKY UM PETPAHCIALII0 CUTHATY 3B 3Ky [6, 10]. ¥V mpomy
BHIIAIKY aJITOPUTM ITOBHHEH BPAaXOBYBAaTH reTEPOreHHICTh areHTiB, 0 MMiIBUIIYE CKIAIHICTh ONTUMI3aIlil.

MapmpyTtu3zaiiis B yMoBax OOMOBHX i 4acTO Mae MEPEKEBY MPUPOLY: TOYKH IMOCTaYaHHS, MPOMIKHI CKIIaIH,
TPAHCIOPTHI KOPHIOPH YTBOPIOIOTH rpad, BEPIIMHAMH SIKOTO € JOTiCTHYHI BY3JH, a peOpaMu — MoxknuBi nuisixu. Graph
Neural Networks (GNN) [9] 103BoISIOTE KOAYBaTH CTPYKTYPY IIbOTO Tpada i BOy10ByBaTH i1 B IPOIIEC TPUITHATTS PillICHb
RL-arenrom. Lle mae 3Mory MBHIKO aJaliTyBaTH MOJITHKY /0 3MiH Mepexki 03 IIOBHOTO ITepeHaBIaHHS.

OpnHi€ro 3 KIMIOUOBHX MpobieM 3actocyBaHHsI RL y peansanx BriJIA € mepeHeceHHs MOMITHK, HABYCHUX Y CHMYJIS-
Topax, y ¢i3udnuii cBiT. Yepes CrpoIIeHHsT MOJeNi CepPeIOBUINa Y CUMYIATOPAX MOMITUKA MOXKYTh BTpadaTH e(EeKTHUB-
HICTB y peanbHUX yMoBax. Texnomoris domain randomization [ 10] mpomonye mmig 9ac HABYaHHS B CUMYJISTOPI BapitoBaTu
mapaMeTpy CepeloBHIIa (HAPUKIIAL, CHITy BITPY, MAaCy BaHTaXy, 3aTPUMKH CEHCOPIB), 00 areHT HABYMBCS MPAIIOBATH
y OUTBII IMPOKOMY CIIEKTpPi yMOB. Lle 3HaYHO miABUIIYE CTIMKICTh MOJMITHKH MIPU PEaTbHOMY BUKOHAHHI.

V BIHCHKOBIH JIOTICTHIII KPUTHYHO BAXKIIUBOIO € ONTUMI3aIlis eneprocrnoxuBanusa. Oynkis surpar C(s, a) y CMDP
MOYKe OyTH MOB’s13aHa 3 MOJICIIIIO €HEPTOCIIOKMBAHHS IPOHA:

Etota[ = Eh()ver : th{)ver + E(‘ruixe : tz‘rm'se + Emaneuver : tmam’,lwery (6)

JIe KO)KCH JIOIaHOK OTHCYE BUTPATH CHEPril y BiJIIOBIHOMY PEKUMI MMOJILOTY. [HTErparis 1miel Mozelni y npouec onTH-
Mizanii 703Bojsie (popMyBaTH MaplIpyTH, IO MIiHIMI3yIOTh PHU3HMK IEpeI4acHOTO 3aBEpILICHHs Micii uepe3 po3psin
aKyMyJIsATOpa.

Bukopucrannst briJIA y BiiicbkoBiii soricTuil nepeadavyae MOCTIHHY B3a€MOJIIIO 3 arpECHBHUM CEPEIOBHIIEM, 1€
MIPUCYTHI LIIECHPSIMOBaHI Jii POTHBHUKA, CIIPSMOBaHI Ha BUBEJICHHS araparis 3 jaay. Lle Mmoxe BkirouaTn diznune ypa-
xenust (3acodu [1I10, cHaiinepcbki MocTpinu), pasioe’lekTpoHHy 60poTh0y (TmymriHHs Ta ciydinr GPS), kibepuernyni
aTraky Ha CUCTEMH ynpaBiiHHs. Y TepMminax RL 1i 3arpo3u MoxkHa MOZIENIOBATH SIK CTOXaCTHYHI Iepexonu y Mozaeini MDP:

P'(s'|s,a)=(1 - P | s, @) + MO | s, @), (7)

Jie 1| — IHTEHCHUBHICTb BTPYYaHHs IPOTHUBHUKA, a ) — PO3IOJILI CTaHiB, 10 BUHUKAIOTH BHACIIIIOK aTakK. Y I[bOMY BUITAAKY
KJIACHMYHA ONTHMi3alis CepeJHbOI BHHATOPOAH € HEJOCTATHBOI, OCKLIBKY MOJIITHKA HOBHHHA OYTH CTIHKOIO /10 HECTIPH-
SITIMBHX YMOB. 3 III€10 METOIO Y JriTepaTypi [7, 8] akTHBHO pO3BHBAETHCS HanpsiM robust RL, y sitkoMmy onTimizais modi-
THKH (OPMYITIOETHCS SIK:

00
* .
n =argmaxminE , | > y'R(s,.q, |, (8)
n PeP P =

ne P — MHOXWHA MOXKIIMBHX 30ypeHHX Mojeneil mepexomiB. Takuif miaxis JO3BOIISIE€ 3MEHIIUTH PU3UK KaTacTPO(IgHIX
BiJIMOB, HaBITh SKIIO IPOTHBHUK 3MIHIOE YMOBH CEPEIOBHUIIIA.

VY Garatpox OOMOBHX CIIEHAPIIX KPUTHYHO BAKIUBAM € 30€pPESKCHHS KOMYHIKAIIIfHOTO KaHAy MK JpPOHAMH Ta
KOMaH[HAM LeHTpOM. RL-areHTH MOXXyTh HaBYaTHCs BUOMPATH TaKi TPAEKTOPII, sIKi HE JIMIIE ONTHMI3YIOTh JOCTAaBKY,
ayne i mMiATPUMYIOTH 3B’ 130K, BHKOPHUCTOBYIOUH PEJICHHI IPOHU K MOOUTBHI pEeTPaHCIATOPH. Y IIbOMY BHIAJIKY MOAEIH
BUHArOpOJH MOXKE MICTUTH JIOAATKOBHHI WICH:

Rcumm = _“' *max (Oa Lmax - dlink); (9)

1€ Lina — JONYCTHMA JANBHICTD 3B SI3KY, dj — BIICTAHb MK By3J1aMH Mepexi, | — koedinient mrpady. Lle crumystroe
arcHTIB 3aJIMIIATHCS B ME)KaxX 30HU 3B’SI3Ky, HABITh SIKIIO Ii¢ 301blIye nuisix goctaBku. Jocmimkenns [6, 10] moka3sy-
10Tb, 1110 TaKe MMOEAHAHHS JIOTICTUYHHX 1 KOMYHIKAI[IHHUX 00MEKEeHb 0CO0IMBO e(heKTUBHE Y KOOPAMHAILIIT TeTePOreHHUX
¢uoti briJIA.

B ymoBax 0oioBuX [iif TIONEpeIHbO 00UYHCIIEHA TPAEKTOPIS MOXKE CTAaTH HEAKTYaJbHOI BXKE Yepe3 KiJibKa XBUIIUH,
HAaIpUKJIaJ], Yepe3 3HHUIICHHS MOCTY, 3MiHY BOPOXHX MO3HUIii a00 MosiBa HOBUX 30H ypakeHHs. TyT Ha mepiunii raxn
BuxoauTh online-RL HaBuanust Ta meta-RL. Meta-RL [4, 9] mo3Bosisie areHTy IIBUIKO afalTyBaTH MOJIITHKY IO HOBHX
YMOB, BUKOPHCTOBYIOUH TONEPEAHIN A0CBiA. DOpMabHO 1€ OMUCYEThCs SK ONTHUMI3allis MOYaTKOBUX MapaMmeTpiB 6
TIOJIITHKH T, SIKI MOYKHA LIBHJIKO JOHABYMUTH JIJIsl HOBOTO 3aBJaHHs 7;:

e*zargmeax D> B[R], 0e0'=6-0V,L,(m,). (10)
T-~p(T)

i
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et miaxix mae 3Mory mepeOyIoByBaTH JIOTICTUYHY MEPEXY Y BiAMIOBIIb HA 3MiHY JiHil PpoHTY a00 iHPpACTPYKTypH.

Peanpui 6oitoBi BumpoOyBaHHS RL-momiTHK € HeOe3meyHMMH Ta JOPOTHMH, TOMY BUKOPHCTAHHS CHMYIISATOPIB
€ 000B’s13K0BUM eTanoM. [IpoTe cuMynsaTopy MOBHHHI BifoOpa)xxaTH He IuIIe (i3uKy MOJIBOTY, aje i MOIETIOBATH JOTic-
THUYHI IPOIIECH Ta MOBEIIHKY MpoTuBHUKA. [leski podotu [10] iHTerpytoTh cumymnaTopu, ae RL-arerTn ogHO9acHO BHPI-
ITYIOTH 3a1adi:

* BHOOpPY MapuIpyTy 3 YpaxyBaHHSAM PU3HKIB;

* KOOpAWHAII 3 IHITNMH APOHAMH;

*  MIATPUMKH 3B’S3KY;

* eKOHOMIi eHeprii.

[Ticns eramy cuMynALii TPOBOAUTHCS 0OMEKEHE TeCTyBaHHS B MOJBOBUX YMOBAX, IO 3MEHIIYE PO3PUB MiXK CHMY-
JIAIIEIO Ta PEaTbHICTIO.

BucnoBku

ITpoBenenuii oA HayKOBHUX AOCIHIIKEHb [T0Ka3aB, 110 HABYAHHS 3 MiJKPIMJICHHSIM € TEepPCIECKTUBHIM iHCTPYMEH-
TOM JUIsl BHpIIICHHS 3374 BiiiChKOBOI JIOTiCTHKM 3 BHKOPHCTAHHAM GE3MiNOTHHX JITAIbHUX arapaTiB. Moro Kimouosi
NIepeBary MOJIATA0Th Y 34aTHOCTI 0 aBTOHOMHOTO MPHUHSTTS PIllIeHb y CKJIAJAHUX Ta JUHAMIYHUX yMOBaX, afanTaril
10 HeriependadyBaHUX 3MiH 00CTaHOBKH, KOOPIWHAMII Aiif y 6araToareHTHUX CHCTeMaxX Ta ONTHMI3allil BUKOPHUCTAHHS
00OMEXEHHX pecypciB, 30KpeMa CHEepPreTHYHHX. Y poOOTi CHCTEMAaTH30BAaHO MIAXOAW O MOJCIIOBAHHS JIOTICTHIHHUX
3amad y Tepmirax MDP ta CMDP, po3missHyTO METOIH pU3HK-OPiEHTOBAHOI OMTUMI3aIlii TIONITHK, iHTETPaIlifo TPOTHO3-
HUX MOJeNell 3arpo3, BUKOPUCTAaHHS 0araTOareHTHOTO HaBYaHHS Ta TIOPHIHUX CHUCTEeM ympaBiiHHSI. OcOOMUBY yBary
MIPUIIICHO CUMYIALIHHIM CePEeOBHIINAM i MiAXOAy sim-to-real, skuii J03BOJIsIE MiHIMI3yBaTH PO3PHUB MiXK BipTyaIbHUM
HABYAHHSIM 1 PeaJbHOIO EKCILTyaTalli€ero.

[lepcrieKTHBHUMHY HaIlpsIMaMi MOJAIBIINX TOCITI/UKEHb €:

*  po3poOKa OLTBIT TOYHUX CHUMYIALIHHIX MOJEJEH, [0 BPaXOBYIOTh SIK (i3U4HI, TaK i TAKTHIHI (PaKTOpH;

» inTerpanis RL i3 mMporHO3HIMY Ta aHANITHIHUMHI MOIYIISAMU /IS TiABUIIEHHS e(DeKTUBHOCTI;

*  CTBOPEHHS TIOPUIAHUX apXITEKTYp, IO TIOEAHYIOTh THYUYKicTh RL 13 HamiifHICTIO KITACHYHUX METO/IB YIIPABIiHHS;

* 3acTocyBaHHS MeTofiB meta-RL st mBHUaKoi aganTamii 10 HOBUX YMOB OIEpartiii.
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