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CUCTEMA ABTEHTU®IKAIIII 3A OBJAUYYAM 3 BAKOPUCTAHHAM
TPAHC®EPHOI'O HABYAHHS HEHPOHHUX MEPEXK

Buxopucmanus 320pmro6ux HetipoOHHUX MepexC y Npoyeci ananizy 300paxceHb Mano 6NaU8 i Ha cucmemu biomempuy-
HoI agmenmuixayii 3a 06aUYYSIM, KL 8I0IZDAIOMb BANCIUBY POIb Y 3abe3neueHni inghopmayiiinol 6esnexu. Cyuachi mooe-
Tl 0151 8upiuteHHs: yiel 3a0aui 00cs2ams GUCOKOL MOYHOCIME, MA MAlOMb CKAAOHY apXimekmypy, wo nompebye 6azamo
yacy Ha NPOEKMYBaAHHsA. 3ACMOCYBAHH MPAHCHEPHO2O HAGUAHHS CHPUSIE CNPOUJEHHIO NPoYecy MpeHy8aHHs mooenell
HEUPOHHUX Mepedic, 3abe3neuyioyu npu ybomy 00CmMAamHb0 8UCOKUIL PiGeHb MoyHocmi. B pobomi 3anponoHo8ano nioxio
00 nobydosu cucmem asmeHmu@ixayii 0coou 3a 0OTUUYAM, 8 MeHCAX AKO20 BUKOPUCHIAHO NONEPeOHbo HABYEHY MOOelb
320pMKOBOI HEUPOHHOI Mepedci, KA 3a PAXYHOK 8UKOPUCMAHHA MPAHCHEPHO20 HABYAHHA OYa a0anmosana nio 3aoayy
asmenmuixayii ocoou 3a obnuyusm. Taxkuil nioxio cnpowye npoyec NPOEKMyEaHHs. apXimeKmypu HeupoHHOL Mepedici
ma 3HAYHO CKOPOUYE Yac Ha i HaguaHHs. B x00i docniddicents 6yio po3pobneno 08l apXimeKkmypu 320pmKo60l HeUpPOHHOL
Mepedici, SIKI 8iOPI3HAIUCH HATAWMYBAHHAM ULapie 6a3080i MOOei OJist BUTYYEHHS O3HAK, KIIbKICHIO NOBHO36 SI3HUX WLAPI6
ma ix napamempis, ma memooamu pezyrapusayii. Byno 3i6pano 06a Habopu 300padxicerb 0bOIUYYSL, 8 NOOANBULOMY BOHU
oYU 8UKOPUCMAHIT 0TI HABYAHHS MA MEeCMYB8AHHS MOOelell HeUPOHHUX Mepedtc, OMPUMAHO epaiKu 3a1excHOCmi YHKYIT
empam 8i0 KilbKOCMI enox 6 X00i HAGYAaHHs, | GUKOHAHO NEPesipKy HA mecmogill nioMHodCuHi. /[ nepesipku adexeam-
Hocmi piutentst 6y710 po3pobieHo ma nNPOMecmos8aro NPOMOMUN CUCIeMU, OMPUMAHA MOYHICMb agmeHmudikayii eucoka
Ha 000X HAOOPAx 300padicersb, MOdC 3aNPONOHOBAHUI NIOXIO MOICE BUKOPUCIMOBYBAMUCL ) PEANbHUX CUcHmemax biome-
mpuuHoi asmenmu@ikayii 3a 06IUYYAM, A MAKONC NOMEHYINHO MOodice 6ymu OONOBHEHUL MeXaHi3Mamu Oe3neKu, Hanpu-
K1a0 mooynem 0Jis nepesipku niominu oonuuys. I1ooanvuti 00C1ioHceH s 8 YbOMY HANPAMI NPONOHYEMbCI CUPAMYBAMU HA
B800CKOHANEHHS Memo0ie nonepeoHboi 06pOOKU 300padicetb 3 Kamepu ma 0ONOBHEHHs HABYANbHO20 HAOOPY OAHUX.

Kntouoei cnosa: 6iomempuuna asmenmughikayis, po3nizHasants o0IuYYs, KOMN 10MepHUll 3ip, 320PpMKO8i HeUPOHHI
Mepedici, mpancghepre HAGYAHHS, THHOpMayiina Oe3nexa.
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FACE AUTHENTICATION SYSTEM USING TRANSFER LEARNING OF NEURAL NETWORKS

The use of convolutional neural networks in the process of image analysis has also had an impact on biometric
face authentication systems, which play an important role in ensuring information security. Modern models for solving
this problem achieve high accuracy and have a complex architecture that requires a lot of time to design. The use of
transfer learning helps to simplify the process of training neural network models, while ensuring a sufficiently high
level of accuracy. The paper proposes an approach to building face authentication systems, which uses a pre-trained
convolutional neural network model, which was adapted to the face authentication task through the use of transfer
learning. This approach simplifies the process of designing the neural network architecture and significantly reduces the
time for its training. During the study, two convolutional neural network architectures were developed, which differed in
the settings of the base model layers for feature extraction, the number of fully connected layers and their parameters,
and regularization methods. Two sets of face images were collected, and subsequently they were used to train and test
neural network models, graphs of the dependence of the loss function on the number of epochs during training were
obtained, and verification was performed on the test subset. To verify the adequacy of the solution, a prototype of the
system was developed and tested, the obtained authentication accuracy was high on both sets of images, so the proposed
approach can be used in real biometric face authentication systems, and can also potentially be supplemented with
security mechanisms, such as a module for checking face spoofing. Further research in this direction is proposed to be
directed at improving the methods of pre-processing images from the camera and supplementing the training dataset.

Key words: biometric authentication, face recognition, computer vision, convolutional neural networks, transfer
learning, information security.

ocranoBka npodjemMu

BpaxoByroun akTHBHHI PO3BUTOK anapaTHUX ILIaT(OPM JUIsl JOAATKIB IITYYHOTO IHTEJICKTY, TAKHX SK rpadiuHi mpo-
[IECOPH Ta HEHPOIPOIeCOpH, 30IIBIICHHS JOCTYITHOCTI Ta MOIIMPEHOCTI IMUPPOBUX KaMep, a TaKOXK YCIIIHI JOCIHi-
JDKCHHSI HSHPOHHHUX MEPEeX, IHTErpallis JOAATKIB IITYYHOTO IHTEIEKTY B JIFOACHKY JisUIBHICTD € HE3BOPOTHHUM IPOLIECOM.
Po3mizHaBaHHS 00MHYYs, STKE BHKOPHUCTOBYETHCS Y OaraTthox cepax, 30kpema i 11t aBTeHTH(DIKaIlii 0coOH, € MIIPOKO BiI0-
MHM MIPHUKJIAI0OM BUKOPUCTAHHS IITYYHOTO iHTEICKTY IUIS ITi IBUIICHHS PiBHA iHpOpMaIIiitHoi 6e3nex [ 1]. ABTenTH]iKaIis
0cobu 3a 300pakeHHSIM OOTUYYS MOJISITaE y PO3ITi3HABAHHI 32 MPHHITUIIOM «CBIA-TYKHIT», IUITXOM ITOPIBHIHHS BXiTHOTO
BEKTOpa O3HAK 3 €TAJTOHOM. AKTyasbHi JJOCHIKEHHS B il Tary3i CIIpsIMOBaHI Ha I IBUIICHHS TOYHOCTI CHCTEM aBTCHTH-
¢ikarmii, mosxoM Mo dikamii apXiTeKTyp HEHPOHHUX MEPeX, PO3poOKy HOBHUX (PYHKIIH aKTHBAIIil Ta BTPAT.

Icayrodi Metomn aBTeHTH(IKAIT 0COOHM 32 OONMMYUSM MOKIATAIOTHCS Ha CKIATHI apXiTeKTypH HEHPOHHUX MEpex
31 crerudivHUME QYHKIISIME BTpaT. Taki pilIeHHS MMOKa3yIOTh BHUCOKY TOYHICTH y CKIQJHHAX TECTOBUX CIICHAPISX.
OpnHak, cucteMu aBTeHTH(IKAIIi 0COOM MOXXYTh BUKOPHCTOBYBATHCH 1 Y OLJIBII MPOCTHX YMOBaX. AKTyaJIbHOIO 3a7a-
Yero € po3poOKa METOMIB aBTEHTH]IKaIii 0codn 3a 00ONMHIUsM, SIKi 3a0€3MEeUyIOTh JOCTATHIO TOYHICTD, ajieé BUKOPHCTO-
BYIOTH MIPOCTIIII apXiTeKTypH HEHPOHHUX MEpeK Ta (PyHKIIII BTPAT, 1[0 MA€ CIIPOCTUTH iX MPOIEC PO3POOKH i BBEACHHS
B EKCILTyaTaIlifo.

AHaJi3 ocTaHHIX AocTiIKeHb i myOmikamiii

ABTeHTH(IKAIIISA € OTHIM 3 3aCTOCYBaHb PO3MMi3HABAHHS OOMHYYS, 1 CKIAJAEThCS 3 TaKUX ITi3a1ad, K JIOKai3allis
oOIM9Ysi, BUJIYYCHHS O3HAK 13 300paskeHHS o0nMmyus, Ta Kiacu(ikaiis OTpUMaHUX O3HaK. BiamoBimHO 10 1bOTO OyIH
c(hopMOBaHi OKpeMi HAMPsIMH TOCITIIKEHb, CIIPSIMOBaHI Ha BIIOCKOHAJICHHS METO/IIB Ta 3aC001B I iX BUpIMIeHHS. B paM-
Kax JTaHOi CTaTTi OyJe pO3IISHYTO OCTaHHI JBI TMi13amadqi.

Panni MeTomm Asis BIITydeHHS O3HAK 13 300pakeHHs oommyds, Taki sk EigenFaces, FisherFaces, ricrorpama opiesTo-
BaHMX T'PAJI€HTIB, aHATI3 HE3aJEKHNX KOMIIOHEHTIB, MaJIl HU3KYy OOMEKEHb, 30KpEMa Uy TJIMBICTb 710 3MiH OCBITIICHHS,
BHpa3y 00JIUIYs, TOBOPOTY rosioBH [2—5]. [TosiBa 3ropTKOBUX HEHPOHHIX MEPEIK IS KiTach(ikallii 300pakeHb BiIKpHUBaIa
HOBI TICPCTIICKTHUBY JUTS PO3Mi3HaBaHHA oOmua4s. Ha 0a3i KIacCHYHUX Ta CyYacHUX apXiTEKTyp Ui Kiachdikarii 300pa-
JKEHb OyI10 po3po0IIeHO YMMAIO MOJENeH sl BIIYYeHHS O3HaK oOmuads. Tak B poOoOTi [6] IPOIIOHYETHCS CIMEHCTBO
JIETKHUX apXiTeKTYp 3rOPTKOBUX HEHPOHHUX MEPEeX IS pO3Ii3HABaHHS OOMUYYs, ki 3acHOBaHi Ha 0a3i GhostNetV1 [7]
ta GhostNetV2 [8]. B 3anpononoBanoMy pimreHHi Oyio MmoaudikoBaHO mapu Mepeki Ta QyHKIiro aktuBamii. OTpumane
PpIIICHHS Ma€ TOYHICTB, CIIIBMIpHY 3 ICHYFOUMMH MOACIISIMH, 110 MAIOTh 3HAYHO BHIITY OOYNCIIOBAIBHY CKIIAIHICTb.

Yepes aeskuii 4ac miciis MOsiBH MOJICIICH 3ropTKOBUX HEHPOHHUX MEpEX JUTsl pO3Mi3HaBaHHS 00IMYYsl, CTajIa 3pO3yMi-
JIOF0 0OMEKEHICTh ICHYIOUHX (DYHKITIH BTPAT, IO BUMIPIOIOTH PI3HHUITIO MK IPOTHO30BAHUM Ta (haKTHYHIM 3HAUCHHSIM.
e BukmKamo HEOOXiTHICTE iX BIOCKOHAJICHHS, YOMY OyJIa MprcBsdeHa Hu3Ka pooit [9—11]. B poborti [12] mpomonyeThes
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ajanTHBHA (YHKIIIS BTPAT, IKa IPH TPEHYBaHHI MOJeIe HeHPOHHIX MEPEK 3BEpTaE yBary Ha HEMPABIIBFHO KITacH(iKo-
BaHi €K3eMIUIIPU JAHUX, P IIbOMY KOPUTYIOUH LEH MPOoIIeC IUITXOM BpaXyBaHHSM SIKOCTI 300pa’KeHHs], 110 B pE3yIIbTaTi
MTOKpAIIy€e TOUHICTHh Mozemi. ABTopH [13] 3a3Ha4aroTs, M0 MiAX0AH, sAKi Oy 3ampononosadi B [ 10—11], He mpucTocoBaHi
JI0 BapiaTUBHOCTI JaHWX BCEPEAMHI KJacy Ta MK PI3HUMH KJIacaMH B pealbHHX Habopax JaHUX, IO MOXE 0OMex-
yBaTd 3[ATHICTH 0 PO3PI3HEHHS Ta y3arajJbHEHHS y MOJEN, 1 MPOMIOHYIOTh THYUKY (YHKIIIFO BTPAT, IKa Kpaie Iparroe
3 TAKUMH OCOOIMBOCTSAMH JaHUX, 1 TIOKPAIy€e TOYHICTh po3mi3HaBaHHA oomuads. B poborti [14] mpomonyeTbes ribpuana
¢yHukuis BTpat Ha 0a3i [11], 3acTocyBaHHS SKOi CIIpUsE Kpalliil AUCKPUMIHAIIIITHOCTI IPH HaBYaHHI 3TOPTKOBOI HEHUPOH-
HOI MepeXi, BHACHTIIOK YOTO ITiIBUITYETHCS TOUYHICTD MOAETII.

OxpiM 1I10T0, CHOPMOBAHO III€ OAWH HATIPSAM JOCTIHKEHb METOAIB 610MeTpHYHOI aBTeHTH(DiKaIlii 32 OOTHIUSAM, CTIPSI-
MOBaHHUH Ha BUPIIIEHHS Mpobiem 6e3mnekn. B podorax [15—16] Oyio 3anmpornoHOBaHO cXeMH aBTCHTU(IKAIIIT 13 3aXHCTOM
nmaanx. ONHIEIO 3 MOMTUPEHNX MPOOJIeM CUCTEM aBTeHTH(DIKAIIiT 32 OOMHIIAM € TiIMiHA OONMUYYs, IUITXOM IEMOHCTpaLlii
300pakeHb 1 BifIeO 3 JETITUMHUM KOPHCTYBadeM, a TAKOK BUKOPHCTAHHIM Ainderkis. [ mogomanHs mux mpobiem
3alPONIOHOBAHO P METOMIB IS BUSIBICHHS I MIHH OOMHYYS Ta MEPEBiPKH «aKTHBHOCTI» JTOAUHA. Tak B pobori [17]
JUTSA TIEPEBIPKHU 3aIPOIIOHOBAHO TIOPIBHIOBATH (POTOILUIETH3MOTPAMH OOMHYYS Ta KiHYMKA Mayblld Ha pyui. s mporo,
pu aBTeHTHUIKAIl] Ha cMapT(OHi OHOYACHO BEAETHCSA 3HOMKa 3 OCHOBHOI Ta (POHTAIBHOI KaMep, 10 MAalOTh 3HIMAaTh
OONIMYYs Ta MaNelb, 1 MEePeBIPAETHCS Y3TOMKECHICTh PE3yNIbTaTiB aHali3y OTPUMAHOTO Bifeopsay. A B poOoti [18] 3ampo-
MTOHOBAHO CXeMy aBTEHTH(]IKaii, B AKii I TepeBipKU JTIOAUHN BUKOPHCTOBYETHCSI MOJIENb MAITMHHOTO HABYAHHS IS
aHasizy KaapiB Bimeopsay. 1o Toro x, 3amMicTh NepiogudHOi aBTEeHTH(IKAIlI] KOPUCTyBaya, sika OUTBII Bpa3InuBa J0 aTak,
MIPONIOHY€ETHCS IHTETPYBATH B CHCTEMY (DYHKIIiFO BiICTEKESHHS OOMUTUS, Je MiCIs HOTO BTPATH aBTEHTHU(IKAIIis Bi1OyBa-
€TBCS TIOBTOPHO. {7151 60pOTHOM 3 MiAMIHOIO OONMHYUS MOXKYTH 3aCTOCOBYBATHCH HE TUIBKH KaMepH, a i iHII CEHCOpH,
30kpeMa Mikpohonu. B podorax [19-20] nmpomoHyeThCs K pa3oM 3 Bi3yalbHIMHU JAHUMH 3 KaMepH, TaK i OKpeMo, aHa-
J3yBaTH BiJUTYHHS 3ByKOBOTO CHTHAJTY BiJl JIFOICHKOTO OOIHYYS.

Hepinko xommpomerariss cucteM aBTeHTH(]IKamii 32 0OMU9IUsM Hece 3HA4HI PU3UKU U BIACHHKIB, TOK CydacHi
JOCTIi/KeHHS HAaIIPaBJIeH] HA 3aXUCT BiJl aTak, Ta Ha IiIBUIICHHSI TOYHOCTI pPO3Mi3HABAHHS OOIMYYS, IJITXOM BIOCKOHA-
JICHHS METOAIB BIUTyYeHHS O3HAK Ta iX Kiacudikamii. l{e mpu3BoanTh 10 YIOBITEHEHHS MPOIECIB PO3POOKH Ta pO3Top-
TaHHS TaKUX CHCTEM, Ta 30UIBIICHHAS iX BapTOCTI, IO € HE 3aBXI1 BUIIPABIAHNM.

DopMyJTIOBAHHS METH A0CTiIKEeHHS

Mertoro TOCHTiKEHHS € 3MEHIIIEHHS 9aCOBUX BUTPAT Ha MOOYIOBY apXiTEKTYpH Ta HABYaHHS HEHPOHHOI MEpexi st

cUCTeMH 010METPUYHOT aBTEHTH(DIKAIIT 32 OOTHIISIM, 3a0€3MMeTyI0uH MPH IEOMY JOCTATHIO TOYHICTb.
Buk/ageHHs 0CHOBHOTO MaTepiay A0CTiTKeHHS

3 oAy Ha BHCOKHIA PiBEHb TOYHOCTI MOJIENIEH MITYYHOTO 1HTENEKTY Ha 06a3i 3rOPTKOBUX HEHPOHHMUX MEPEXK, 3aIpOIo-
HOBaHe PilIeHHs CIUPAJIOCh caMe Ha HUX. THUIOBa CTPYKTypa 3TOPTKOBOI HEHPOHHOI Mepeski HaBeieHa Ha pICYHKy 1. Bona
CKJTAZAa€ThCA 3 BOX YACTHH: JUIS BIUTyYCHHS O3HAK Ta I Kiacuikarii. 300paskeHHs IPOXOAUTH Yepe3 MHOKHUHY IIapiB
3TOPTKH Ta 00’ €THAHHS, OTPUMAaHi O3HAKH 300payKeHHS MePEeIaloThCs Y TIOBHO3B  SI3HI MIApH TSI TOAAIBINO] Kitacuikariii.
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Puc. 1. TunoBa cTpyKTypa 3ropTKOBOi HeiipOHHOI Mepexi

3ropTKoBi MIapu € OCHOBHUM €JIEMEHTOM MEPEKi, IPU3HAUESHI JUIsl BUSIBICHHS 0COOIMBOCTEI 300paskeHHs. J{is nporo
BUKOPUCTOBYETHCSI MHOKMHA (QUIBTPIB, PO3MIp SIKMX 3a3BHYail cKiajae 3 Ha 3 miKceli, sIKi IepeMillyloThCs 110 300pa-
JKCHHIO KOB3aIOYMM BIKHOM, 1 Ha KO)KHOMY KpOIIl BiJIOYBa€ThCsI pO3paxyHOK 3ropTku. OTpuMaHuil pe3yabrar nepea-
€ThCS Ha ap 00’ €AHAHH, SKe 3a3BUYall OyBae MakCcHMMaibHe abo cepesiHe, TOOTO Ha BUXIJ| [TEPelacThCsl HalOUIbIe a00
cepelHe 3HA4YCHHs 3 MHOKMHM. BUKopHcTaHHs 1apiB 00’€IHAHHS JIO3BOJISIE 3MEHIIMTH PO3MIPHICTh JAQHHX, 1 CIIPHSE
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T IBUIIEHHIO CTIHKOCTI MOJIETIi 0 3CYBiB Ta IMOBOPOTIB 300pakeHHs. [Ticist MpoXomKeHHS OCTaHHBOTO MIapy 00’ € THAHHSA,
OTpHMaHi 03HAKH 300pa)KeHHS TIepENalOThCS Ha TIOBHO3B S3HI MIapH T Kiaacru(ikallii OTpUMaHUX 03HAK 300paKeHHS.

[pu peamizamii Mozgemi 3ropTkoBO1 HEHPOHHOT Mepeski OyITo 3acTOCOBaHO TpaHC(EepHE HaBYAHH, TOOTO 3HAHHS OTPHU-
MaHi MOZEJUTIO TTiJ] 9aC HaBYAHHS Ha OJHOMY 3aBIaHHI, BAKOPHUCTOBYIOTHCS IS IIBHUAKOTO Ta €()eKTUBHOTO BUPIIICHHS
HOBOTO 3aBIaHHS, 3aMiCTh HaBYaHHSI MOJIENI 3 HyJs. Lle crporrye mporiec mpoeKTyBaHHS apXiTeKTypH HEUPOHHOI MEepexKi
Ta 3HAYHO CKOPOUYE YacOBi BUTPATH Ha ii HaB4aHH:. J[o 6a30B01 Mozeri, sika OyIia rmornepeIHk0 HaBYeHa Ha HAOOPi JaHUX
ImageNet [21], Gyno nomaHO mapw, IO TPEHYBAIHCS HA HEBETUKOMY HaOOpi maHWX 3 oOmmydsMu. [t mpoBeneHHS
JOCTiKeHHS OyI0 po3po0IeHO MporpamMy 3 BUKOPHCTaHHAM MOBH Python. B xomi excriepuMeHTy eMITipudHIM [IITX0M
OyJ10 miniOpaHo ABi apXiTeKTypu Mepesxki (puc. 2).

vggl6_input | input: | [(None, 224, 224, 3)]
InputLayer | output: | [(None, 224, 224, 3)]
veglb input: | (None, 224, 224, 3)
Functional | output: (None, 7, 7, 512)
flatten_3 | input: | (None, 7, 7, 512) vggl6_input | input: | [(None, 224, 224, 3)]
Flatten | output: | (None, 25088) InputLayer | output: | [(None, 224, 224, 3)]
i
dense_7 input: | (None, 25088) vggle input: | (None, 224, 224, 3)
Dense | relu | output: | (None, 1024) Functional | output: | (None, 7, 7, 512)
y
dropout_1 | input: | (None, 1024) flatten_4 | input: | (None, 7, 7, 512)
Dropout | output: | (None, 1024) Flatten | output: | (None, 25088)
Y
dense 8 input: | (None, 1024) dense_10 | input: | (None, 25088)
Dense | relu | output: | (None, 256) Dense | relu | output: | (None, 128)
y
dense_9 input: | (None, 256) dense_11 input: | (None, 128)
Dense [ sigmoid | output: | (None, 1) Dense ] sigmoid | output: | (None, 1)
Moaens | Moaens 2

Puc. 2. O0pani apxiTekTypu Mepe:ki

Sk Ga3oBy Oyno oOpano moxens VGG16 [22]. ¥V nmepuiit Mozpeni HEHpOHHOT Mepexi, JUls BUIIyYeHHS! 03HaK OyJio
BUKOPUCTAHO BCI I1’SITh OJIOKIB 3ropTKU-00’€iHaHHs 0230BOT MOJIEII 3 IMiArOTOBICHUMH BaraMu. KoibopoBe 300paskeHHs
po3mipom 224 Ha 224 mikceti MoiaBajioch Ha BXiJ1 10 3rOPTKOBOTIO 1Iapy Hepuioro 0soky. 3 mapy 00’ € JHaHHS OCTaHHBOTO
0JI0KY, TPMBUMIPHHUH MacuB JIaHMX IepenaBaBcsi Ha mmap Flatten juis nepeTBOpeHHsS B OJHOBUMIPHUI MacHB, 1 TaKUM
4iHOM 0yi10 c(hopMOBaHO 03HAKHU 300paskeHHs. [laii Tx Oys10 mepeaHo Ha MOBHO3B’sI3HI mapu Juist Kiacudikarii. Mix
TMIEPIINM 1 APYTUM ITOBHO3B I3HUM IIapoM OyJI0 BCTaHOBIJIEHO 1map Dropout uist peryssipu3aitii B Xo/[i HaBYaHHS MEPExi.
Ha ocTaHHbOMY HOBHO3B SI3HOMY IlIapi BUKOPUCTOBYBAJIACh CUTMOijaiibHa (DYHKIIISI aKTUBALLIT, sIKa [TOBEPTAE YHUCIIO BiX
0 o 1, 3a IKMM MOXKHa OIIIHUTH HAOJIMKEHICTh JI0 KJIacy «CBii». Y Apyriid Mojeni HeHpOHHOT Mepexi, Uil BUITyYSHHS
O3HaK TaKoXK OyJI0 BAKOPHCTAHO BCI 11’ sITh OJIOKIB 3ropTKK-00’€THaHHs 6a30Bo1 Mozieni. Ta Ha BiMiHY Bij 1epiioi, y apy-
riif MoJielti mapu 1’sToro OJIOKY 3ropTKU-00’€AHaHHS OylIM JOCTYIIHUMH Ul HaBYaHHS, 110 JI03BOJUIO Kpallle BPaxo-
ByBaTH crieiiudivHi st o0auyudst pucH. J{pyra Mo/esb TakoX Bifpi3HsIACh MPOCTINION apXITEKTyporo KiacudikaTopa,
OyJ10 BUKOPUCTAHO MEHIIY KiJIbKICTh TOBHO3B SI3HUX ILIAPIiB, PETYJspU3allis B MEPEXKi HE 3aCTOCOBYBAJIaCh.

B xo071i eKCTIepIMEHTY BUKOPUCTOBYBAJIOCH JiBa Habopu nanux. Koxken HaOip CkiragaBcs 3 1BOX KiaciB (puc. 3): y mep-
IOMY 3HaXOJMJIaCh O/lHa 0co0a, B IPyroMy — MeKiibka 4yux 0ci0. Takoxk KoxkeH Hadip Oyiio po3aijIcHO Ha HAaBYAIbHY,
BaJTiTAIlIHY Ta TECTOBY BHOIPKH.
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Puc. 3. [Ipuxiaajn 300pakens 3 Apyroro HA60py AaHUX

[epmmit HaOip nanux Oyo 3i0paHo caMOCTIHO, 3 BAKOPHCTAHHSIM KamepH. Ha pucyHky 4 HaBeneHo rpadik 3aiex-
HOCTi (yHKIIT BTpaT BiJl KUIBKOCTI €NOX JJIsl MepIioi i Apyroi Mojeni Ha TPpEeHyBaJIbHINM Ta BaNigalidHiA 1T IMHOXKHHI

MEPIIOro HAOOPY JaHUX.

Hpyruit Habip maHux Oyio 3i6paHo 3 Habopy 300paxkens oomuaust LEFW [23]. Ha pucyHky 5 HaBeneHo rpadik 3amex-
HoOCTi (yHKIIT BTpaT BiJl KUIBKOCTI €NOX JAJIsl MepIioi i Apyroi Mojeni Ha TPpEeHyBaJIbHIM Ta BaNigalidHIA 1T IMHOXKHHI

JIPYroro HabOpy JaHUX.
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Puc. 4. 3anexnicts ¢pyHKLil BTpaT Bil KiJILKOCTI enox Ha nmepumomMy Ha6opi 1aHNX
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3anexHicTs hyHKUII BTPAT BIA KiNLKOCTI enox
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Puc. 5. 3anexnicTs pyHknii BTpar Big KiabKocTi enox Ha Apyromy Hadopi 1aHux

Sk BUJHO 3 pUCYHKIB 4—5, B 000X BUMaKax (QpyHKIlisi BTpaT HAOIMKAEThCs 110 Hylsl. OTpUMaHi pe3ysbTaTd CBiuarh
PO YCHIIITHE HABYaHHS yCiX PO3MISTHYTHX MOJIeIei 3rOPTKOBUX HEHPOHHHUX MEPEX 1 Ha MepUIOMY, 1 Ha ipyromy Habopax
JIAHUX, IepeHaBYaHHS Ta HEJJOHABYAHHS MOJIENIEH BiJICyTHE.

Takox Oyi10 IpOBeIEHO MEPEBIPKy Ha TECTOBUX BHOIpKax, sika MPOAEMOHCTpYBaJia BUCOKY TOUHICTh 3alIPOITOHOBAHUX
MOJIEJICH SIK Ha TIePIIIOMY, TaK 1 Ha IPyroMy Habopax JaHUX, [0 CBIAYUTH PO aJICKBATHICTh Ta MPaIe3IaTHICTh BUKOPHC-
TAHOTO ITiIXOY.

BucHoBku

3a paxyHOK BIIPOBAJDKEHHSI 3rOPTKOBUX HEHPOHHHMX MEpEk, CUCTEMH JUlsi aBTeHTH(IKaIT 32 00IUYYsIM MTOKa3yI0Th
BUCOKY TOYHICTh POOOTH. B HHUX BHKOPHCTOBYIOTHCSI CKJIa[JHI MOJENi HEHPOHHHX MEpeX, IO MOTPEeOyIOTh 3HAUHHX
(hiHaHCOBHUX Ta YaCOBUX BUTPAT Ha PO3POOKY Ta PO3TOPTaHHSI, 1[0 HE 3aBXK/IH € IOLUILHIM. 3aCTOCYBaHHs TpaHchepHoro
HaBYaHHsI CIIPHSIE CIPOIICHHIO NPOLIECY HABYaHHS MOJEIEH HEHPOHHUX Mepexk, 3a0e3nedyoun Py [[bOMY J0CTaTHbO
BUCOKHI1 PiBEHb TOYHOCTI.

VY cTarTi 3anponoHOBaHO MiIXij 10 OOYIOBH CUCTEM aBTeHTHdiKalii ocoou 3a obiauyusiM. B fioro mexax 0yio BIKoO-
pHCTaHO TONEPEAHHO HaBYCHY MOJENb 3rOPTKOBOT HEHPOHHOI MepeKi, siKa 32 PaXyHOK BUKOPHUCTaHHs TPaHC(EPHOTO
HaB4aHHs OyJia aJjanToBaHa Iij 3aJa4y aBTeHTUdiKaiii ocoou. Takuii miaxix MPUIIBUAIINB ITPOIIECH POEKTYBAHHS apXi-
TEKTypH Ta HaBYaHHs HEHPOHHOT Mepexi. Po3polieHuii mpoTOTHIT CHCTEMHU OYIJIO YCIIIIHO MTPOTECTOBAHO Ha JIEKIIBKOX
Habopax JaHuX, MiJXiJ] JOBIB CBOIO aJIeKBAaTHICTh Ta Mpale3AaTHICTh, aBTeHTH()IKaIlisi 0cOOM BiOyBa€ThCSI 3 BUCOKOIO
TouHicTIO. [TepCrieKTHBHUM HaIpsSIMOM TOJANBIINX JIOCIIDKEHb € METO/IM JIONIOBHEHHS HABYaJIbHOTO HAOOpY JAaHUX Ta
nonepeHpo1 00poOKH 300pakeHb 3 KAMEpH.
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