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TH®OPMAIIMHA XMAPHA TEXHOJIOTISA HEHPOMEPEXKEBOI'O AHAJII3Y
3PYHUHOBAHUX CIIOPY/I 3A BI3YAJILHUMU JAHUMMU 3 BILIA

Y pobomi 3anpononosano ingpopmayiiny xmapny mexnono2ilo Heupomepencesoco ananizy 3pyiuHo8aHux cnopyo
3a GI3YANbHUMU OAHUMU, OMPUMAHUMY 3 Oe3NiIomHUX AimaneHux anapamis. I[lpobrema weuoxoi ma 0ocmogiproi
i0enmudghikayii 3anumkie 6y0igenv € HA038UUALIHO AKMYATLHOK Y CYYACHUX YMOBAX, OCKIIbKU pe3yibmamu maxko2o
aHanizy mMaroms KpumuyHe 3HAYEHHA O MOHIMOPUH2Y HACAIOKI8 Oouosux Oill, AiKeidayii HA036UYAIHUX CUMYa-
yitl i nIany8anHs 8i0H06108aANbHUX pobim. Tpaduyiuni memoou Komn 1omepHo2o 30py He 3a0e3neuyioms HeoOXiOHOT
egpekmugHoCmi uepes MacumadHicms OAHUX, PISHOMAHIMHICMb 00 €KMi8 Ma CKIAOHICMb CYeH. 3acmocy8anHs eiu-
OUHHUX HEUPOHHUX Mepedic, IHMe2POBaAHUX Y XMApHe cepedoguiye, 0038014€ NOOOIAmMU Yi 0OMedceHHsl, 3a0e3neyusiiu
Macumado8anicms ma 6UCOKY MOUYHICIb AHANI3)Y.

Pospobnena mexnonozia nepedbauac HaOX00XHCEHHA ) XMApHe cepe()oeuu;e ¢omo3snimkie 8ucoxoi po30inbHoi 30am-
Hocmi, iX nonepeoHo obpobKy ma BopmyeanHs €OUHO20 MpeHy6abH02o u eaﬂldamunoeo damacemis. Y xmapi 30iii-
cnroemuvces Hagyanns mooene YOLOvI2 ons demexyii ma ceemenmayii nomeHyiunux 6yo0igenbHux 3aiuiKie, a maxoic
ancamburo 3 decamu mooenei ResNet50 ons 6acamokiacosoi kiacugikayii éudinenux ppaemenmis. Knienmcoka uac-
MuHa cucmemu 3a0e3neuye npenpoyecunz HoO8UX 3HIMKIG i 6UKOHAHHS HeUPOMEPENHCe8020 ananizy Ha OCHOBI NONEPeOHbO
Haguenux mooenei. Y pesynomami asmomMamuyHo GU3HAUAIOMbCA NOZUYLT 3aIUWKI6 Mma iX 8i0HeceH sl 00 KOHKPEMMHUX
Kame2opiti mamepianis, uo KI04army yeany, Oemon, 0epesury, NiHONIACH, NIUMKY, NAACMUK md [HW.

Excnepumenmanvui pesyibmamu niomeepoxicyioms eghyeKmusHicms po3pooneno2o piuients. JJocAzHymo 3a2aibHol
mounocmi knacugixayii (Accuracy) 0.965, npu yvomy snauennsi Precision ckaano 0.889, Recall — 0.965, a F1-mipa —
0.925. Ompumani pezyromamu nepesuuyyioms NOKA3HUKU AHAI02IYHUX Q0CiOxNcenb woHatmerute Ha 0.042, wo demon-
CMPYE KOHKYPEHMOCNPOMOICHICIG MA OOYiNbHICMb GUKOPUCTAHHS 3aNPONOHO8AH020 Ni0X00y. Bukopucmanmsa xmaprux
MEexXHON02IU 00380JI€ 3a0e3neuumu Macumado8aHicmy PilleHH s, 3HUNCEHHS 8apmocmi iIHpacmpyKkmypu ma He3anexc-
HICMb 6i0 0OUUCTIOBATILHUX MOJCIUBOCEN IOKATLHUX NPUCTPOIS.

Knrouoei cnosa: xmapmni mexrnonoeii, netipomepesci, bI1IJIA, 3pyunosani cnopyou.
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CLOUD INFORMATION TECHNOLOGY FOR NEURAL NETWORK ANALYSIS
OF DESTROYED STRUCTURES USING VISUAL DATA FROM UAVS

The paper proposes an information cloud technology for neural network analysis of destroyed structures based
on visual data obtained from unmanned aerial vehicles. The problem of fast and reliable identification of building
remains is extremely relevant in modern conditions, since the results of such analysis are of critical importance for
monitoring the consequences of hostilities, eliminating emergencies and planning restoration work. Traditional computer
vision methods do not provide the necessary efficiency due to the scale of data, the variety of objects and the complexity
of scenes. The use of deep neural networks integrated into the cloud environment allows overcoming these limitations,
ensuring scalability and high accuracy of analysis. The developed technology involves the receipt of high-resolution
photographs into the cloud environment, their pre-processing and the formation of a single training and validation
dataset. In the cloud, YOLOv12 models are trained for detection and segmentation of potential building remains, as well
as an ensemble of ten ResNet50 models for multi-class classification of selected fragments. The client part of the system
provides preprocessing of new images and execution of neural network analysis based on previously trained models. As
a result, the positions of residues are automatically determined and their assignment to specific categories of materials,
including brick, concrete, wood, foam plastic, tiles, plastic and others.

Experimental results confirm the effectiveness of the developed solution. The overall classification Accuracy of 0.965
was achieved, with the Precision value being 0.889, Recall — 0.965, and FI-measure — 0.925. The obtained results
exceed the indicators of similar studies by at least 0.042, which demonstrates the competitiveness and feasibility of using
the proposed approach. The use of cloud technologies allows for scalability of the solution, reduction of infrastructure
costs and independence from the computing capabilities of local devices.

Key words: cloud technologies, neural networks, UAVs, destroyed buildings.

IHocTanoBka nmpobaemMun

VY cyyacHUX yMOBax 3pocTrae norpeda y MIBHIKOMY Ta JOCTOBIPHOMY BHSIBJICHHI Ta Kiacu(ikauii 3aIMIIKiB 3pyii-
HOBaHUX criopys [1], mo MarTh KPUTUYHE 3HAYCHHS JUII MOHITOPUHTY HACIIAKIB OOHOBHX Mii, JTiKBigamii Ha3BUYAI-
HUX CUTYallili Ta MIaHyBaHHs BITHOBIIOBAILHHUX poOiT [2, 3]. TpanuuiliHi migxonu, 3aCHOBaHI Ha eKCIIEPTHOMY aHasli3i
(OTO3HIMKIB 200 BUKOPUCTaHHI KJIACHYHUX METOIB KOMII IOTEPHOTO 30DpY, BHSBISIOTHCS HEIOCTATHHO €(EKTUBHUMHU
Yyepe3 BUCOKY CKJIJHICTh 00’ €KTIiB, PI3HOMAHITHICTb THIIIB PyHHYBaHb, a TAKOX 3HAYHUN 00CAT JaHUX, 10 ITOTPeOyIOTh
00pooku [4, 5].

3acTocyBaHHs O€3MUIOTHUX JIITAJILHUX arlapaTiB CyTTEBO PO3LIMPHIIO MOMKIIMBOCTI 300py BizyanbHOI iH(OpMaLii mpo
pyviHyBaHHs [6]. 3aBasky MOOUIRHOCTI Ta BHCOKIiil po3auibHii 3maTHOCTI ceHcopiB BITJIA 3abe3meuyroTh JOCTYIT 110
BEJIMKOT KIJTbKOCTI 300paKeHb Y peanibHOMY vaci [7, 8]. OHak TaKkui MifXiJ HOPOIXKY€E HOBI BUKJIMKH, OB’ sI3aH1 3 MaCIII-
TaOHICTIO IAaHUX, HEOOXITHICTIO X MBHUIKOI 00pOOKH Ta 3a0e3MeUYeHHsIM BUCOKOT TOYHOCTI Kiacudikarii [9].

EdexruBHUM 1HCTpYMEHTOM PO3B’s3aHHS 3a3HAUCHUX MTPOOJIEM CcTalld MEeTOAN IIMOMHHOTO HapyaHHs [10], 30kpema
3rOpTKOBI Ta TpaHC(OpMEpHI HEHPOHHI MEpexi, SKi JAEMOHCTPYIOTh BHCOKY pPE3yJBTaTHBHICTh Yy 3a/adax aHali3y
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300pakens [11, 12]. [IpoTe HaB4aHHS TakWX MopeJel MoTpedye 3HAYHUX OOUHCITIOBAIIBHIX PECYPCiB, MO YHEMOXKIIHB-
JO€ 1X BUKOPUCTAHHS Ha JIOKAJIBHUX MPHCTPOSIX 13 00MEKEHOI0 POAYKTUBHICTIO [13, 14].

VY 11pbOMy KOHTEKCTIi TOUIJIFHAM € BUKOPHCTAHHS XMapHUX OOUNCIIEHB, SIKi 320€31eIyI0Th MacIITa00OBaHICTh, BUCOKY
00UHNCITIOBAIbHY TOTY)KHICTh Ta THYUKICTB Y pO3mofini pecypceis [15]. XmapHi mmatdopMu HagaloTh MOXKITUBICTD Mapa-
nenbHOi 00pOOKH BETMKMX MACHBIB 300paXKeHb, OpraHi3allii po3MOAiICHOT0 HABYAHHS MOJENeH Ta 3HIKEHHS BapTOCTI
1HGPACTPYKTYpH 3aBASKH MiAX0MY «OOUHCICHHS K ociayray [16, 17]. Taka iHTerparis NTHOWMHHOTO HABYaHHS Ta XMap-
HUX TEXHOJIOTi CTBOPIOE MEPEIYMOBH Ul TOOYIOBH €(EeKTHBHUX METOIB Kiacu]ikamii 3aIMMIKIB 3pyfHOBAaHUX CITO-
pyz 3a BizyanpHUMH naHuMu 3 BITITA.

AHaJi3 ocTaHHIX AocTizKeHb i myOmikaniii

VY nocrmimxenni M. 1. B. Ahmed Ta cniBaBTOpiB [18] po3misaHyTO 3acTOCYBaHHS TNMIMOMHHOTO HABYAHHS JUIS ieHTHI-
Karii Ta kimacudikamii BiIXomiB 3 BHKOPUCTAHHIM BiJKPUTOTO HAOOPY 300paxkeHsp, 3i0pannx y perioni biamspkoro Cxomy.
Marepianu KopITycy OXOIUTFOBAIIH IIPUKIIA N 1T ATH OCHOBHUX KaTEToOpiii CMITT, 110 3a0e3MeTyBaIo MOKIUBICTh MOJIEITIO-
BaHHS 3a/1a4i 0araTokIacoBoi Knacudikarii. s po3s’as3aHHS i€ 3a1adi OyIT0 BHKOPUCTAHO SK CTEHiaTbHO PO3POOICHY
3TOPTKOBY HEUPOHHY MEPEeXYy, TaK 1 HU3Ky MONEepeTHhO HABYCHUX Mozenel, cepen akux ResNet50V2, MobileNetV2 ta
DenseNet169. HaiiBumux pe3ynsraTiB IpoJeMOHCTpyBaita apxiTekTypa ResNet5S0V2, ska mepeBHIIMIA iHII TAXOAN
3a TOYHICTIO PO3ITi3HaBaHHA, TOAI K BracHa CNN-Mozenb aBTOpIB TaKOXK MOKa3ajia KOHKYPEHTHI pe3yJabTaTH, BHIIEPE-
JUBINH TTOTIEpEIHI HANIPAIIOBAaHH: Ha IIbOMY K HaOOpi TaHUX.

V¥ poborti K. Lin Ta xoner [19] yBara 30cepemkeHa Ha CTBOPEHHI METOY BUCOKOT €(DeKTHBHOCTI IS I€TANBHOI KJTa-
cudikarmii OymiBeTpHHX i JEMOHTAXHUX BIIXO/IB, III0 MA€ CYTTEBE 3HAYCHHS Y KOHTEKCTi p0o30yTOBH CHCTEMH ITEPEPOOKHT
MarepianiB Ta 3HWKEHHS BYIIEIEBOTO CIiAy B OymiBenbHIN ramy3i. 3amporioOHOBaHI aBTOpaMH MOJEINi I'PYHTYBAJIHCS
Ha apxiTekTypi ResNet 3 BUKOpHCTaHHAM IEpEHECEHHS 3HAHD 1 CTICIialbHUX CTPATEriil HaNAIITyBaHHS HAaBYAHHS, 10
JTO3BOJIMJIO ONITHUMI3yBaTH OajlaHC MiX IIBUAKICTIO Ta SKICTIO POOOTH HEHPOHHMX Mepex. Pe3yiasrarn eKCIepruMEHTIB
MIPOIEMOHCTPYBAIIH, 1[0 3aCTOCYBAHHS TAKOTO MiIXOMy IMiBUIIY€E TOYHICTH KIacu(ikallii Ta CIIpUsIe KPaIIoMy PO3MEK-
YBAaHHIO THITIB BiIXO/IIB, IO MMiATBEPAXKYE MEPCIIEKTUBHICTH METOIB INIMOMHHOTO HABYAHHS Y c(hepi CTaIoro yIupaBIiHHSA
OyAiBeTbHIMH PECypCaMH.

V crarti [20] mpeacTaBIeHO METOMOJIOTIIO MiIBUIMICHHS e(eKTHBHOCTI COPTYBaHHSA OyNiBETHHHUX Ta AEMOHTAXKHHUX
BIJIXOMIB i3 BUKOPHUCTAaHHAM METOAIB MAITUHHOTO HaB4aHHSA Ta RGB-kamepn 1 po3mizHaBaHHA (parMeHTIB BiIXOiB.
OcHOBHa MeTa IOCIIIKEHHS TMOJArae y BIOCKOHAJCHHI Mpolecy kiacupikamii MIIIXoM 3aCTOCYBaHHS PO3IIMPEHUX
METO/IiB BIUTyUEHHSI O3HAK, IO 3a0e3Medye MiABHUICHHS MIBUAKOCTI Ta TOYHOCTI PO3Mi3HABaHHA. ABTOPH MOPiBHIOIOTH
TpH KIacru(ikaTopu: 3TOPTKOBY HEHPOHHY MEPEIKY, TPaJieHTHII OYCTHHT JepeB pilieHb Ta 6araTonrapoBUi MEPUENTPOH.
ExcniepmMeHTH TOKa3aiy, 10 BUKOPHUCTAHHS METOAY BWIydeHHS o3Hak misi GB ta MLP nmamo kpami pe3ymbraté 3a
IIBUKICTIO Ta TOYHICTIO, HIXK Tpaauiiitamii CNN. 3anpornoHoBaHa METOIOIOTIS JO3BOIMIA JOCATTH TOYHOCTI Kiacui-
Karii 10 92.3 % mopiBasaHO 3 85.9 % mrst CNN. JlogatkoBo y poOoTi HagaHO AaTaceTH, KOAW Ta MOJENI, IO IiIBHUIIYE
TIPO3OPICTH 1 BIATBOPIOBAHICTH OTPUMAHUX PE3YIIBTATIB.

DopMyJTIOBAHHS METH A0CTiIKEeHHS

Mema pobomu mionsarae y po3po0ieHHi iHpOopMAaIIiifHOT XMapHOi TEXHOJIOTIi HeHPOMEpEKEeBOTO aHATI3Y 3pyHHOBAHUX
cropyx 3a BisyansHUMH JaHUME 3 BITJIA mrst kmacudikamii 3aIumKkiB 3pyfHOBAHIX CIIOPY/ i3 3aCTOCYBaHHSAM TEXHOJIO-
Tiif IOMHHOTO HABUYAHHS.

Buk/ageHHs 0CHOBHOTO MaTepiay A0CTiaKeHHS

3ampornoHoBaHa iHpOpMAaIliiiHa XMapHa TEXHONIOTiA (puc. 1) HefipoMepexeBoro aHami3ly 3pyHHOBAHUX CIIOPYX IPYH-
Ty€THCS Ha 3aCTOCYBAaHHI METO/IB IIHOMHHOTO HAaBUYAHHS JI0 Bi3yaJbHHUX JaHUX, oTpuMaHuX 3 BITJIA.

Ha Bxix Hagxomate HOTO3HIMKHI BUCOKOI PO3IITBHOI 3MaTHOCTI, SIKi IEPEAAlOTHCS Y XMapHe CepeIOBHILE IS MoTre-
penupoi 00podKH Ta (hopMyBaHHS TPEHYBAJIHHOTO Ta BaJiJAIliifHOTO AaTaceTiB. Y XMapi 3MIHCHIOEThCS HABYAHHS TITH-
OouHHUX HelpoHHHX Mepex: YOLOv12 [21] ans BHABICHHS Ta CETMEHTAllli MOTEHIIHHUX (parMeHTiB OymiBeThHUX
3aTUINKIB, a TAKOXK aHCAMOIIo 3 necatu mozeneit ResNet50 [22] ams GararoximacoBoi kimacudikamii BigiOpaHUX 3aIHIIKIB
3pyHHOBAaHUX cropyz (1eria, OeTOH, MIHOIIIACT, TIICOKAPTOH, TPYOKa, IUTACTHK, KaMiHHA, TUINTKA, IEPEBHHA Ta iHIII
Marepianm) [23].

KiienTchka yacTHHA TEXHOJIOT1] BUKOHYE MPETPOIIECHHT HOBHUX 3HIMKIB, oTprManuXx 3 BIIJIA (MacmraGyBaHHS, HOp-
MaJTi3amio) Ta HelpoMepeXeBHUl aHaJIi3 Ha OCHOBI HAaBUEHUX MOJeIel. Pe3ynsraToM poOOTH CHCTEMH € aBTOMAaTH30BaHE
BH3HAYEHHS TO3UIIHN 1 Kiacupikamis 3aJUIIKIB CIIOPYA 32 KaT€ropisMU 3 BUKOPHUCTAHHSAM HMOBIPHICHHUX OIIHOK, IO
3a0e3medye BUCOKY TOYHICTh aHATI3y Ta MOXIIUBICTh ONIEPATHBHOTO MOHITOPUHTY TEPHTOPIH Micisl pyHHYyBaHb.

Ha puc. 2 npencraBineHo IpUKiIaz TOCTiHKEHHS peatizoBanoi iHhopMamiiHOl TEXHOMOT].

OTtpuMaHi B X0Oli HABYaHHS PE3YIIBTAaTH CBiAUATh PO €PEKTUBHICTH 3alIPONOHOBAHOI iH(POPMAITiITHOT XMapHOi TEXHO-
JoTi1 HEHPOMEpEKEBOTO aHaJi3y 3pYHHOBAHHUX CHOPYI. 3arajbHa TOUHICTH (Accuracy) kiracugikarii ckiama 0.965, mo
MATBEPIKYE HAMIMHICTS POOOTH CHCTEMHU Ha PI3HHMX THUMAX BXiTHHUX JaHUX. 3Ha4eHHS Precision mopisaioe 0.889, mo
BKa3ye Ha 37aTHICTh MOJIENI MiHIMi3yBaTH KiTbKiCTh XHOHOTIO3UTHBHIX BU3HAYCHB, TOM1 Ak Recall Ha piBHI 0.965 nemon-
CTpy€ BUCOKY OBHOTY Kiacudikarii. JlocsrHyTe 3HaueHH F'j-MipH, sike ctaHoBUTE 0.925, miATBEepIKy€E 30aTaHCOBAHICTh
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Puc. 1. Indpopmaniiina xMapHa TeXHOJIOTisl HelPOMepeKeBOr0 AHANI3Y 3pYIiHOBAHUX CIIOPY/

Puc. 2. lIpukaan BUKOpuCTaHHS po3podJieHoi iHdopmaiilinoi TexHoI0riT

MiX TOYHICTIO Ta TIOBHOTOIO Ta CBITYHUTH MPO CTaOIIBHICTH OTPUMAHHX pPE3yibTaTiB. TakuM 4WHOM, 3aIpOITOHOBAHHN
MiaXig 3a0e3nedye JOCTaTHRO BHUCOKY SIKICTh Kiacudikamii OymiBeTbHUX 3aJIHINKIB 1 MOXKE 3aCTOCOBYBATHCS IS TIPaK-
TUYHAX 3aBJaHb aHAII3y TEPUTOPIH MICIA pyHHYBaHb.

[TopiBHAHHS 3 BIIOMHMH aHAJOTaMH O3BOJISIE 3pOOWUTH BHCHOBKH, IO po3pobieHa iHdopmariifHa TEeXHOJIOTiA
€ e(heKTUBHOIO Ta JO3BOJISE TMiABHIUTH TOUHICTH moHalimMenme Ha 0.042 (0.923 y aHamOTI9HUX JOCHTIHKEHHIX TPOTH
0.965, oTpumaHuX aBTOpamu). BUKOpHCTaHHS XMapHAX TEXHOJIOTIH JO3BOJISIE 3pOOUTH PIilIEHHS MacImTabOBaHWUM Ta
HE3aJISKHUM BiJl apXiTEKTYPH.

BucnoBku

VY pesyabraTi NMpOBEACHOTO MOCTIHKEHHS Oylno po3poOIeHO0 METOH XMapOoOpi€HTOBaHOI OOpOOKM Bi3yadbHHUX
nmaaux 3 BIUJIA, cripsiMoBaHnii Ha aBTOMAaTH30BaHy iNeHTH(IKAIII0 Ta KiIacu(}iKaliio 3ajJHIIKiB 3pyHHOBAHUX CIIOPYA.
3anponoHOBaHUH MiIX1/1 MOEJHYE CYyJIacH] apXiTeKTypH INMTHONHHIX HEHPOHHUX Mepexk, 30kpema YOLOv12 ta ResNet50,
13 MOXKITMBOCTSIMH XMAapHUX O0YHCIICHB, 10 3a0e3euy€e BUCOKY MTPOXYKTHBHICTh Ta MAacIITa00BaHICTh MPOIECY aHATI3Y.
ExcniepmMeHTanbpHa epeBipKa MPOAEMOHCTpyBaia JOCATHEHH TOYHOCTI Kiacudikarii Ha piBHi 0.965, mpu 1ipoMy 3Ha-
yeHHs Precision cranoButs 0.889, Recall — 0.965, a F-mipa — 0.925, mo cBiqauTh mpo 30aJaHCOBAHICTh MOJEINI Ta ii
3MaTHICTh €()eKTUBHO PO3Mi3HAaBaTH 00’ €KTH pi3HUX KiaciB. OTpUMaHi pe3ylnbTaTi MEePEeBUITYIOTh MOKA3HUKH BiJJOMUX
aHAJIOTIB, IO MiATBEPHKYE NOIUTBHICTh 3aCTOCYBAHHS PO3POOICHOT METOOIIOTIT Y IPAaKTHYHUX CHCTEMaX MOHITOPHUHTY
TIOIIKOPKEHOI 1H(PPACTPYKTYpH Ta CTBOPIOE MEPEAYMOBH AJISI MOAANBIIOTO BAOCKOHAJICHHS TEXHOJIOTIH aBTOMATH30Ba-
HOTO aHaJli3y aepoOTO3HIMKIB y chepi BiTHOBICHHS TEPUTOPIH.
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