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OTIJIA TEXHOJOI'TA KOMIIIOTEPHOI'O 30PY HA OCHOBI
NIMBOKUX HEMPOHHUX MEPEXK II[OJO BUKOPUCTAHHA
HA 3AJIIBHUYHOMY TPAHCITIOPTI

YV oaniti pobomi euxonano ozns0 mexnonoeiti Komn 10mMepHO2O 30py HA OCHOGI 2NUDOKUX HEUPOHHUX MePENC Wo00
BUKOPUCTNAHHS HA 3ATI3HUYHOMY MPAHCNOPMI.

1Tio uac soennoi azpecii nompebyromscs MoOepHizayis 3ani3HuyHoi inghpacmpykmypu Ykpainu, wo nog ’a3ana 3 6uxo-
PUCTAHHAM CUCMEM KOMN T0MepHO20 30pY HA OCHOBI 2TIUOOKUX HEUPOHHUX Mepedrc, 0J1a 3abe3nedeHHs moYHoCmi ma 6e3-
nexu. /s eupiuients 3a60anb KOMN IOMEPHO20 30PY HA 3ANIHUYHOMY mpancnopmi (kiacugikayis ma ioenmugixkayis
00°€Kmi6, a MAKoNC CMENCEHH 34 HUMU) PEKOMEHO0BANHO GUKOPUCIAHHS 2TUDOKUX 320pMKO6UX Helipounx mepedic (Deep
Convolutional Neural Networks, DCNN). [Iposedenuil 02ns0 mexnHonozii Komn 10mepHo2o 30py 3 6UKOPUCAHHAM 2AUb0-
KUX 320pMKOBUX HEUPOHHUX MEPeNHC HA0A8 MONCIUBICING BUSHAUUMU IX NpobIeMu, 8i000pa3umu 3a2aibHy apXimekmypy
3 NPUSHAYEHHAM Wapie (320pmKosUll wap, wap 06 €OHAHHA; aKMUBAYIIHULL Wap,; NOBHO38 A3AHULL WAp, WAp HOPMATi-
3ayii; wap 6i0cigy; WIiNbHUL Wap), a MaKoIC O3HAUOMUMUCS 3 PE3YIbMAMamMu 8i0N0GIOHO20 AHANI3Y VKPAIHCOKUX mda
3AKOPOOHHUX HAYKOBYI6 8I0ON0GIOHO 00 IX Kiacu@ikayii: Ha 0CHOGI NPOCMOPOBO20 BUKOPUCMANH, HA OCHOGL 2TUOUHU,
3 Oe3niuuio niOKI0UeHb, HA OCHOBE BUKOPUCTIANHS KAPMU O3HAK, CIMUCHEHHS | 30Y0JICeHH s, Ha OCHOBI GUKOPUCMAHHSL OYC-
MiHea KaHaie, 3 GUKOPUCIAHHAM MexaHizmy yeaeu. Ha cyuacnomy emani 6 3adauax komn romeproeo 30py 0.1 peanizayii
DCNN natiuacmiwe suxopucmosyemucs npoepamue cepedosuwse TensorFlow. Pezynbmamu nposedenozo 02nsdy mexHo-
J102i1l KOMN TOMEPHO20 30pY HA OCHO8I BUKOPUCIAHHSA 2TUOOKUX 320PMKOBUX HEUPOHHUX MEPEHC MONCYIb OYMuU 8UKOPUC-
MaHi K MemoOoN02IUHA OCHOBA OJisL MOOCPHI3AYIL 3aNi3HUYHOT IHhpacmpykmypu YKpainu 6 ymoeax 60€HHO20 CIMAH)y.

Knrouosi crnosa: xomn 'romepruil 3ip, 2nboka 320pmro8a HeUpoOHHA mepedcd, npooiemu, Kiacu@ikayis, apximexny-
pa, pinemp (20po), yHkyis akmusayii, enubOKe HABUAHHS, NePEeHEeCeHHs HABUAHHS, (DYHKYIsS empam.
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REVIEW OF COMPUTER VISION TECHNOLOGIES BASED ON DEEP NEURAL NETWORKS
FOR USE IN RAIL TRANSPORT

This paper reviews computer vision technologies based on deep neural networks for use in railway transport.
During military aggression, modernization of the railway infrastructure of Ukraine is required, which is associated
with the use of computer vision systems based on deep neural networks, to ensure accuracy and safety. To solve computer
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vision tasks in railway transport (classification and identification of objects, as well as tracking them), the use of DCNN
(Deep Convolutional Neural Networks) is recommended. The conducted review of computer vision technologies using
deep convolutional neural networks made it possible to identify their problems, display the general architecture with the
purpose of the layers (convolutional layer; pooling layer; activation layer; fully connected layer; normalization layer;
dropout layer; dense layer), as well as to familiarize yourself with the results of the corresponding analysis of Ukrainian
and foreign scientists according to their classification: based on spatial use; based on depth; with many connections;
based on the use of a feature map, compression and excitation; based on the use of channel boosting; using the attention
mechanism. At the present stage, the TensorFlow software environment is most often used in computer vision tasks to
implement DCNN. The results of the review of computer vision technologies based on the use of DCNN can be used as a
methodological basis for the modernization of the railway infrastructure of Ukraine under martial law.

Key words: computer vision, DCNN, problems, classification, architecture, filter (kernel), activation function, deep
learning, transfer learning, loss function.

IMocranoBka npodjemMu

CyyacHi BUKJIMKH B Taly3i 3aTi3HAYHOTO TPAHCTIOPTY, BUMAraloTh BUCOKOTO PiBHS aBTOMATH3aIlii, TOTHOCTI Ta 0e3-
mekd. TpauiiiiHi METOIM 1HCTIEKIIii Ta MOHITOPHHTY CTaHy 3aJi3HHYHOI KOJii 0a3yrOThCs MEpeBaKHO HA Bi3yallbHUX
nepeBipKax, [0 BUMarae 3Ha4YHUX JIFOACBKHX PECypcCiB, € Cy0’€KTUBHUMH Ta HE 3aBXKIH JTO3BOJISIFOTH BYACHO BUSBHTH
KpuTH4HI gedextr. OKpiM TOTo, ITi METOU YacTO HE 3/1aTHI 1IeHTH(IKYBATH IIOCTYIOBI 3MiHH, III0 MOJKYTH CBITYUTH IIPO
PO3BHUTOK IMPUXOBAHUX Je(EKTIB.

AHaJli3 oCTaHHIX J0c/iTxKeHb i myOsikanii

Kowmm’roreprntii 3ip (Computer Vision, CV) — ramy3s ITYYHOTO iHTEIEKTY, ITOB’s3aHa 3 aHANI30M, KiIacu(iKariero
1 po3mizHaBaHHAM 300pakeHb, Bifeo Ta aymio maHux. B ocHOBI CV-cucreMm 3a3BHYail peasi3oBaHi alrOpUTMH Ha 0asi
MamuHHOTO HaB4aHHS Deep Learning, 3a iX JOMOMOTOIO BIA€ThCS PO3ITi3HABATH OIHI 00’ €KTH Bif iHIIHX, BiIPi3HIATH
MaTepHU Ta 3aKoHOMipHOCTI. 3aBisku Meronam Deep Learning, CV-cHCTeMH iMITYIOTh BIACTHBOCTI JIFOICHKOTO 30DY,
PO3Mi3HAIOTE 00pa3y Ha 300pakeHHSIX, PO3MIYaroTh iH(POPMAIIiF0 Ha 300pakeHHSIX, ay/Iio Ta Bireoganux [2, c. 5].

BuxopuctaHHS cHCTEeMH KOMIT FOTEPHOTO 30py mepembdadae [1, c. 48]: xmacudikariito 00’ekTiB (cucTeMa aHaNI3ye
Bi3yallbHUII KOHTEHT i Kiacudikye 06’ exT Ha (HOTO/BiIe0 0 IEBHOI Kareropii); imeHTudikamito 06’ exra (crcTeMa aHaTi-
3y€ Bi3yallbHUI KOHTCHT Ta 1IeHTH(]IKY€e KOHKPETHHN 00’ €KT Ha (POTO/BiIE0); CTEIKECHHS 32 00’ €KTOM (crcTeMa 00polIste
BiJIeO, 3HAXOAUTH 00’ €KT a00 00’ €KTH, IO BIATIOBIAAIOTH KPUTEPISM TIOIIYKY, Ta BiICTEKYE HOTO MEPEMIIIICHHS).

Jst BUpIIIeHHS 3a7a4 KOMIT FOTEPHOTO 30pY MOMKIJIMBE BHKOPHCTaHHS METONIB: KOHTYpHHUil aHami3; meron Biomwu-
JDKOHCa; CTaTHCTUYHI METOAHW; NpHXOBaHI MapKoBChKiI Mojeni; meperBopeHHsi KapyHena-Jloea; HewiTka JIOTiKa;
HEHpOHHI Mepexi Ta iH. Ha cywacHOMy eTami JOIINEHO BUKOPHCTAaHHS TMHOOKHX HelpoHHMX Mepex (Deep Neural
Network, DNN), o 10BeeHO YKpalHCbKHMHE Ta 3aKOPJOHHIUMH BYCHUMH B HAYKOBHX HpaLsX.

VY [2, c. 6] mogano knacudikarito DNN, sixka mepenbavyae: HaBUaHHS 3 BUHTENeM (OaraTomrapoBuil MEpIENTPOH —
Multilayer Perceptron, MLP; sroptkoBi HeiiporHi Mepexi — Convolutional Neural Networks, CNN); HaB4aHHS 0€3 BUH-
tens (rmboki Mepeski moeipu — Deep Belief Network, DBN; pekypenTHi HelipoHHI Mepeski — Recurrent Neural Networks,
RNN); ribpunae HaB4aHHS (TeHEPAaTHBHO-KOHKYPEHTHI Mepexi — Generative Adversarial Networks, GAN; pexypcuBHi
HeliporHi Mepexi — Recursive Neural Networks, RVNN). OctarHiM 9acom, [T BUPIMICHHS 3a/1a4 KOMIT FOTEPHOTO 30PY
B Pi3HHUX cepax, MHPOKO BUKOPUCTOBYIOThCS TaKi MOJeNi TNIMOOKOTO HaBYaHHS, SKi IPHHHATO Ha3UBATH 3TOPTKOBHMHU
HEWPOHHHMH MEpeKaMH.

3 omHOro 60Ky, CNN cxoxi 3 3BUYalHIMH HEHPOHHUMH MepekaMH, 3 HIIOro GOKY, BOHH CIIPOSKTOBaHI 3 TPHITYILCH-
HSIM, III0 Ha BXIiJl IOAA€ThCS 300pakeHHs. Ha BiqMiHy Bij 3BHUAiHUX HEWpOHHHUX Mepex, mapu CNN € TpUBUMIpHUMI.
HelipoHu ofHOTO mapy NOB’s3aHi TUTBKH 3 IIEBHOKO 00JIACTIO HACTYIHOTO Iapy. [lepiumii BXigHUI Mrap Mepexi Mae po3-
MIpHICTE W X /i X d, e w — IIIpUHA 300pakeHHs, /i — BUCOTA, d — KITbKICTh KaHaJB Kobopy [4, c. 53].

®opMyJIIOBAHHS METH 10C/IiKeHHS

Merta JOCHiUKCHHS € aHaJli3 MOXIMBOCTEH TEXHOJOTIH KOMIT'IOTEPHOTO 30py Ha OCHOBI IIMOOKHX 3rOPTKOBHX
HEHPOHHUX MEpPEeX IIOA0 BUKOPUCTAHHS B cepi aBToOMAaTH3allii MOHITOPHHTY Ta JIaTrHOCTHUKU €IEMEHTIB 3aTi3HHYHOI
iHppacTpyKTypu. BinqnmoBiqHO 10 METH MMOCTaBICHI HACTYITHI 3aBOaHHS: BH3HAYUTH MPOOJIEMH TITHOOKUX HEHPOHHHUX
Meper; BUBUUTH apXiTEKTYpy Ta KIACH(IKAI[IF0 3rOpTKOBUX HEHPOHHUX MEPEXk; 03HAHOMUTHUCS 3 BUKOPHCTAHHSIM CHC-
TEM KOMIT TOTEpHOTO 30py Ha 3aJi3HUYHOMY TPaHCIIOPTI.

BuxJsiageHHs1 0CHOBHOIO MaTepiaiy A0CiIKeHHS

Ipobnemu enubokux netiponnux mepexc. 3imaenko O. B., 3seniroponcekuii O. C., Kucine T. M. moBenu, mo i3 30i1b-
[ICHHSM TTHOMHH HEHPOHHOT Mepeki TOUHICTH 0OPOOKH Ha IMOYATKy 30UIBIIYETHCA, @ B MTOJANBIIIOMY 3HAYHO ITOTIPITY-
etbes. [IpoTe, 3HWKEHHS TOYHOCT] HABYaHHS YCKIJIAQIHIOE ITPOLieC ONTUMi3alii. B mporieci miABUIEHHS TOTOYHHX Xapak-
tepucTiK CNN MO)KHa BUKOPHCTOBYBATH B MIPOIIECil iX MOJICITIOBAHHS HACTYITHI METOIU: MIiHIMI3aIlio TP 3MEHIIICHHI
PO3MipHOCTI, HOpMaITi3amito 0aTdiB, 301IBIICHAS Ta PO3MIMPEHHS BUOIPKH, TPOCYHYTI PEKUMHU ONTHUMI3aIlii, 3aCTOCY-
BaHHS Pi3HUX THUIB (QyHKIINH akTHBaii [2, ¢. 11].

383



BICHHK XHTY M 3(94), 4. 2, 2025 p. IH® OPMAIIIHHI TEXHOJIOTTI

OcnoBHOO ckiaaaicTio podoTi CNN € TpruBate HaBYaHHS, sIKe MOYKE CKIIaIaTH BiJT KUTBKOX THIB /10 MicawiB [3, c. 64].
Kpim Toro, Ams yCminrHoro HaBYaHHS MOTPiOHA BEIHMKA KUTBKICTh PO3MIYCHHUX AaHUX. Y 3B’SI3Ky 3 UM KpiM MOOyI0BU
HelpoHHOT Mepexi 3 Hyms (from scratch) akTHBHO 3aCTOCOBYEThCS MiAXif MepeHeceHHs HaB4aHHS (transfer learning).
Jiist DNN BHKOPHCTOBY€ETHCS IIIXOAHM 0 TIEPEHECCHHST HABYAHHA: METOM, IO IPYHTYeThcs Ha moxeni (model-based);
METOI, III0 TPYHTY€EThCS Ha o3HaKax (feature-based) [3, c. 64].

Mawmyta M. C., Kpasuenko 1. B., Mamyta O. [I., Tyxxancekuii C. €. akIeHTYIOTh yBary, 0 OCHOBHA IpobieMa,
ska xapaktepHa aius CNN (sx i Bcix DNN) — 1e mpoGnema 3atyxaHHs rpafieHTa. [[pydauHO0 mbOTO € Te, Mo Ha
MTOYaTKOBOMY €Talli BaroBi KOG(IIIEHTH 3aaf0THCS 3a IOIMIOMOTOI0 T€HEepaTopa BHIIAJKOBHX YHCEN, a OTKe BOHH I
€ «IOTaHUMMY, 1 JHIIE B TPOIIeCi HaBYaHHS IIi KoedimieHTH HaOyBaoTh ceHcy [3, c. 65]. e ogHier0 CKIagHICTIO IPH
po6oti 3 CNN € HeoOXiTHICTh BETHKOI KiTPKOCTI JaHUX. 3BHUYAITHO K € TOTOBI HAOOpH, IIe i po3MiueHi, iIHKOJIN HaBITH
3 pe3yabTaTaMyd pOOOTH CTAaHJAPTHHUX aITOPUTMIB. Y TakOMY pasi 3pydHO NEpPEBipUTH Ta MOPIBHATH pOOOTY CTBOPEHOI
MoOJIeni 3 ICHYIOUMMH. AJie CKIIaJHOIII BHHUKAIOTH MTPH BY3bKOCIICIIIATi30BaHIX 3a/1a4aX, OCKUTBKN HAOOPH JaHUX 3a3BH-
4aif BiACYTHI, IpUHAWMHI y BiAKpUTOMY HocTyti [3, ¢. 66]. Ciix 3ayBayKuTH, 110 iICHYIOTH BIIKpHTI 6a3u 300pakeHb Ta
BiJIeO, Ha SIKUX PO3POOHUKHN aNTOPUTMIB MOPIBHIOIOTH CBOi HampamtoBaHHs; TakuMu 6a3amu € CIFAR-10, CIFAR-100,
ILCVRC (ImageNet Large Scale Visual Recognition Challenge), PASCAL VOC Challenge, COCO (Common Objects
in Context) [4, c. 54].

Apximexmypa 320pmxo8oi HetiponHoi mepedsci. Y 3arambHOMY BHIAAKY apxiTekTrypa DCNN ckiamaeThes 3 TaKux
mapiB [8, c. 1]: 3ropTkoBuii map; map 06’ eTHAHHS; aKTUBAIIfHAN MIap; TOBHO3B’ I3aHMH IIap; MIap HOpMai3aii; map
BiJICIBY; IIUTBHUH mIap.

3roprkoBuii map (convolution layer) BiamoBigae 3a BHITydeHHs O3HAK i3 BXiIHOTO 300pa)KCHHS; BiH BUKOHYE OIe-
paIiiro 3ropTKM HaJ BXITHUM 300pakeHHIM, [Ie IO 300pa’keHHs 3aCTOCOBYETHCS (UIBTP ab0 sapo A iAeHTHdiKamii Ta
BIUTyUCHHS IEBHUX O3HAK.

[Tap 06’eqranns (pooling layer) BiamoBiznae 3a 3MEHIIEHHS IPOCTOPOBHX PO3MIPIB KapT 03HAK, CTBOPEHHUX 3TOPTKO-
BHM IIApOM; BiH BUKOHY€ OMNEPAIlif0 3HIKECHHS PO3MIpY KapT O3HAK, MO0 3MEHIIUTH PO3Mip KapT 03HAK Ta 3MCHIIHTH
00UYHNCITIOBAIbHY CKJIQTHICTb.

AxTtuBamiifHuii map (activation layer) 3actocoBye HemiHiiHY akTHBamidHy QyHKII0, Taky Ak ¢yHkiis ReLU, mo
BHUXOIy mapy 00’ eaHaHHS; I (QYHKIiA TOTIOMarae€ BBECTH HENMIHIHHICTh Y MOJEINb, JO3BOJISIOUN 11 BUBYATH CKIIATHIIII
MIPEICTABICHHS BXIIHUX JaHUX.

[ToBHO3B s13anmit map (fully connected layer) — me TpagumiiHui rap HEHPOHHOT MEpEXi, KUH 3’ €AHY€E BCl HEUPOHU
MOTIePETHROTO MIAPY 3 yciMa HEHpOHAMHU HAaCTyIHOTO Irapy. Lleif map BiamoBigae 3a 00’ €qHAHHS 03HAK, BUBUEHHX 3TOPT-
KOBUM Ta 00’ €JHYBaJIbHAM IIIAPaMH, IJIsl CTBOPEHHS IPOTHO3Y.

[Tap mopmamizamii (normalization layer) BukoHye omepariii HopMaizamii, Taki sIK MakeTHa HOpMai3allis abo HOp-
MaJtizamis mapis, o6 3a0e3MeunTH HAICKHY 00yMOBIICHICTh aKTHBAIi KOKHOTO IIapy Ta 3alo0irTH MepeHaBIaHHIoO.

[Tap BixciBy (dropout layer) BHKOPHCTOBYETBCS IS 3amOOIraHHS MEPEHABYAHHIO IUIIXOM BHITAIKOBOTO BiICIBY
HelpoHiB i 9ac HaByaHHS. L{e mormoMarae rapaHTyBaTH, III0 MOJIENb HE 3allaM ITOBY€ HaBYaJIbHI JaHi, a HATOMICTb y3a-
rajJbHIOE TX Ha HOBI, HEBUINMI JaHI.

HTinpHuit map (dense layer): micist Toro, SIK 3TOPTKOBHI Ta 00’ €IHYBAJIGHUI IIAPH BUTATIN O3HAKU 3 BXiTHOTO
300pa)XeHHs, IUTBHUH MIap MOKHA BUKOPHUCTOBYBATH IJIsl 00’ € JTHAHHS LINX O3HAK T4 CTBOPEHHS OCTATOYHOTO IIPOTHO3Y.
Y CNN migpHAA map 3a3BUYai € 0OCTAaHHIM IIapOM 1 BUKOPHCTOBY€ETHCS IS CTBOPEHHS BUXITHUX IMPOTHO31B. AKTHBAIIii
3 MOTIEpeIHIX MIapiB 3pIBHIOIOTHCS Ta MEPEJArOThCs SK BXiMHI AaHI A0 IIIIBHOTO MIapy, KU BHKOHYE 3BKCHY CyMY
BXIIHUX JJAHWX Ta 3aCTOCOBY€ (DYHKIIIFO aKTHBAIIil JJIsI CTBOPEHHS OCTaTOYHOTO BUXITHOTO CUTHAIY.

V sxocTi mpukitany Ha puc. 1 [8] mokazano apxitektypy CNN.

Tomka 0. f., Tamax M. B., [IBopxax B. B., Ymenko O. I. 3a3Ha9aroTh, O0 KOXKEH MIap OTPUMYyeE 00’€MHY
3D-indopmariito Ha BXOAI Ta MEPETBOPIOE ii 3 BiAMOBiAHNM 30epiranHsam 3D-06’emy 3a momomMororo AudepeHiiiona-
Hoi ¢ynkmii [10, c. 57]. HaykoBui po3risHynu y3araasHeHHH anroputm peanizarii CNN y mporpaMHOMY CepeToBHIII
TensorFlow mns xmacuanoi 3aga4i knacudikamii po3psais Habopy naanx MNIST.

Baxmmso, mo DCNN 3naTHa 1ocsiraTy peKOpIHUX pe3yNbTaTiB Ha AyKe CKIIaHOMY Habopi TaHUX, BHKOPUCTOBYIOUN
BUKJIFOYHO KOHTPOJIbOBaHE HaBYAHHS; KPIM TOro, MpoayKTHBHICTE DCNN 3HIKYETBCS, SIKIO BUAAIUTH OAWH 3TOPTKO-
Buit map [7, c. 90].

Knacugixayia 3eopmrosux wnetiponnux mepesxc: CNN Ha ocHOBI mpoctopoBoro Buxopuctanus (LeNet, AlexNet,
ZfNet, VGG, GoogleNet); CNN na ocroBi muounu (Highway Net — marictpansHa, ResNet — 3anummxoBa, Inception
V3, Inception V4, Inception ResNet); posramyxeni CNN (Highway Net, ResNet, DenseNet); CNN 3 6e3miudto i IKI0-
genb (WideResNet, Pyramidal Net, Xeeption, Inception Family, ResNet); CNN Ha 0CHOBI BUKOPHCTaHHS KapTH O3HAK
(Squeeze and Excitation), ctucHeHHs 1 30ymkenHs (Competitive Squeeze and Excitation); CNN Ha OCHOBI BHKOpPHC-
tanHs Oycrinra kaHaiiB (Channel Boosted CNN); CNN 3 BukopucTaHHsIM MexaHi3My yBaru (Residual Attention Neural
Network, Convolution Block Attention, Concurrent Squeeze, Excitation).
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Puc. 1. Apxitektypa CNN [8]
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Puc. 2. Apxitektypa VGG [5]

Sk B YkpaiHi, Tax i 3a ii Me)kaMu pi3HUMU BYCHUMH 1 HAYKOBISIMU TIpOBeieHNH BinnoBiauuil aHaniz CNN B HacTyn-
HuX poborax: [2, c. 10—-11]; [3, c. 66]; [4, c. 54]; [10, c. 55-56]. Tak, Hanpukian, ocobnuBicTio GoogleNet € Bukopuc-
TaHHS JIEKUIBKOX (DUIBTPIB PI3HUX PO3MIpPIB HA KOXKHOMY 3rOPTKOBOMY Iapi (TexHosoris inception) [3, c. 66]. Takum
YHHOM, KapTa 03HaK OJJHOYACHO CKAHYEThCS ICKIIbKOMa (QIIbTpaMHu, sIKi BUAUISAIOTH Pi3HY 1H(OpMAIIiIo 3 BXiTHUX JaHUX.
Jani 31niiicHIOEThCSI KOHKaTeHallisl OTPUMaHKUX pe3yJIbTariB 1 mepeaada B HacTynHuid map. s 6oporsou B GoogleNet i3
3aTyXaHHSIM T'PaJli€HTIB BUKOPUCTOBYIOTHCS JIOJIATKOBI KJIacH()iKaTopH, TOOTO OJIOK ITTOBHO3B’SI3HUX IAPIB PO3TAIIOBY-
€THCSI HE JIUIIIE TICIIs BCIX 3rOPTKOBUX MIAPIB, a i B NeKiabkox micusax Beepeauni CNN. dynkiis Brpar (loss) paxyersest
JUIsL BCIX Kitacu]ikaTopiB 1 JJsl alTOPUTMY 3BOPOTHBOTO ITOIIMPEHHS TTOMMJIKM BUKOPUCTOBYEThCS CKiIanHuil loss. 3a
paxyHok 1poro Bcss CNN edexkTuBHO HaBuaeThes [3, c. 66].

VY sxocti npuknany Ha puc. 2 [5, c. 1] mokazano VGG — ne apxitekrypa knacuayaoi DCNN.

Bukopucmanns cucmem Komn 1omepnozo 30py Ha 3ani3HuyHoMY mpancnopmi. Y pe3ylabTaTi aHalli3y BCTaHOBJIEHO, 110
CHCTEMH KOMIT IOTEpHOTO0 30py, noeaHani 3 DNN, 31aTHi aHanmizyBaTy Bijieo Ta 300pakeHHs] B pealbHOMY 4aci, BUSIBIISI-
104M ¥ kiacu(ikytouu pizHi 00 €KTH: 3aIi3HUYHI BAarOHW; HOMEPH JIOKOMOTHBIB; 0ap’€pH Ta iH., IPOBOJIUTH aBTOMAaTHY-
HUH omIsif CcTaHy 3aii3HUYHOI kojii. Heitfponni mepesxi DNN 31aTHI BUSBIISITH HABITH HE3HAYHI TPIIIMHU, BiIXUICHHS
piBHSI 00 3HOILICHHS EIEMEHTIB IHPPACTPYKTYPH, IKi BAXKKO TOMITUTH JIFOJICHKHM OKOM, III0 B CBOIO Yepry 3Ha4YHO 3HH-
JKy€e pU3UK aBapiit. J{ist pearnizarii Takoi cHCTeMH HEOOX1THE MOETHAHHS TPUBHUMIPHOTO MAIIMHHOTO 30y 3 TEXHOJIOTIE0
ABTOMAaTHYHOTO BHSIBJICHHS 3MiH. 3MiHHM BH3Ha4YaroThCs 3a jgornoMoroto DCNN, sika 103BOJISIE TOYHO TOPIBHIOBATH CTaH
KOJTiT MK piI3HMMH 1HCHEKIIHHUMU ITpoxofamu [6, c. 144].
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VY [9, c. 49] nocimKeHHS 30CepeKEeHO Ha pO3poOIIi BUCOKOTIPOAYKTHBHOT CHCTEMH 1HCTIEKIII] 3aJ1i3HHUIIb, aarToOBa-
HOI /111 BUCOKOIIIBU/IKICHUX 3aJTi3HHI Ta 3aJI3HUIG 3 OOMEKECHUMH YaCOBIMH paMKaMH 1HCIIEKITil 3aBSKH iHTerparii
METO/IiB TIMOOKOTO HABYAHHS Ta OaraTosaepHUX OOUNCITIOBATBHUX TUIATPOPM.

BukoprcTanHs HEHPOHHUX MEPEX B TAIBMIBHHX CHCTEMax J03BOJISIE 3MEHIINTH TalbMIBHUN IUISAX MOI3/1B, MMiJBH-
IUTH OE3MeKy Ta 3HU3UTH BUTPATH Ha 0OCIYroBYBaHHS. TaKi CHCTEMH MOXKYTh aHANi3yBaTH AaHi PO MIBHIKICTH, Bary
oi3/1a Ta CTaH KOii, 1100 ONTHMIi3yBaTH CHITY TaIbMyBaHHS, KOHTPOJIIOBATH MPABIIIBHICTD PO3MIIIEHHS Ta 3aKPIIICHHS
BaHTaXy, BUABIAIOUN IOTCHIIHO HEOEe3MeuHi 3MIMIeHHS I Jac pyxXy. Y AESKHX KpaiHaX 3aCTOCOBYIOTHCS MOIIOHI
TexHoJorii, Hanpukiaa, y Himeuunni ta SImoHii BUKOPUCTOBYIOTH APOHU 3 KOMII FOTEPHUM 30pOM IS 1HCIIEKIIiT KOTIii,
a B Kurai 3armpoBajkeHO CHCTeMy aBTOMaTHYHOTO MOHITOPUHTY O3B i3 3aCTOCYBAaHHIM HEHPOMEPEKEBUX TEXHOIO-
Tiif, omHaK B YKpaiHi BinOyBarOTHCS MEPIIi KPOKH B IEOMY HAIIPSMKY.

BucnoBku

TexHomorii KoM 10TepHOT0 30py 3 BUKopucTaHHIM DCNN BiIKpHUBalOTh HOBI MOXIIMBOCTI JUIsI MOJIEpHIi3aIlil 3ai3-
HU9HOI iH(pacTpykTypu. OcobnmBo nepcrekTuBHUM € BukopucTanHs DCNN y noexnanHi 3 3D aHami3oMm, 0 103BOIISE
BiJICTE€)KYBaTH BaKJIMBI IPOOIEMH 3 BUCOKOIO TOUHICTIO. [lomanpii JoCTiKeHHS MatoTh OyTH 30CepeKeHI Ha afanTarlii
CV-cucrem 3 BuxopuctanasiM DCNN B 3ai3HHYHIN Mepexi YKkpaiHu.
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