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БАГАТОРІВНЕВА МОДЕЛЬ ІНФОРМАЦІЙНОЇ СИСТЕМИ 
НА МОБІЛЬНІЙ ПЛАТФОРМІ ТА ФОРМАЛІЗАЦІЯ КРИТЕРІЇВ ЇЇ ЖИВУЧОСТІ

Стаття присвячена формалізації живучості інформаційних систем на мобільній платформі з урахуванням 
переривчастої зв’язності, часткової спостережуваності та жорстких ресурсно-часових обмежень. Запропо-
новано багаторівневу модель (рівні даних, процесів і управляюче-ресурсний), в якій узгодження між рівнями 
фіксуються у вигляді інваріантів причинно-часової консистентності та SLO-вимог. Уведено клас допустимих 
траєкторій функціонування та ядро живучості як множину станів, з яких існує політика, що утримує систему 
в допустимій області попри збурення і «вікна доступності». Для ризик-чутливої оцінки деградації процесів вико-
ристано механізм CVaR над дефіцитами SLO, що дозволяє враховувати події з «тяжкими хвостами». Причин-
но-часову адекватність даних формалізовано через метрики частки порушень причинності та втрати валід-
ності, а здійсненність політик – через канальні, обчислювальні та енергетичні бюджети з урахуванням часових 
обмежень на їх виконання. Запропоновано три індекси живучості (найслабкішої ланки, зважений, послідовний), 
які агрегують нормовані показники ризику процесів, консистентності даних і часово-ресурсної здійсненності, 
що дає прозорий інструмент пріоритезації режимів та вибору керованих сценаріїв деградації. Новизна поля-
гає у вперше поданій у єдиному формалізмі композиційній моделі, яка інтегрує ризик процесів, причинно-часову 
семантику даних і планову здійсненність політик та забезпечує операторне обчислення ядра живучості для 
швидкої діагностики стану в реальному часі. Практична цінність полягає у можливості оперативного порівнян-
ня політик і регламентів експлуатації для БПЛА/робототехнічних платформ, своєчасного виявлення «вузьких 
місць» і раціонального перерозподілу ресурсів з метою підтримання критичних процесів інформаційної системи 
у динамічних умовах.

Ключові слова: інформаційна система, мобільна платформа, живучість, переривчаста зв’язність, ядро 
живучості, індекс живучості.
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MULTILEVEL MODEL OF AN INFORMATION SYSTEM ON A MOBILE PLATFORM 
AND FORMALIZATION OF ITS SURVIVABILITY CRITERIA

The article is devoted to the formalization of the survivability of information systems on a mobile platform under 
intermittent connectivity, partial observability, and stringent resource–time constraints. We propose a multilevel model 
(data, process, and control-and-resource layers) in which cross-layer agreements are captured as invariants of causal–
temporal consistency and SLO requirements. We introduce a class of admissible operational trajectories and a survivability 
kernel defined as the set of states from which there exists a policy that keeps the system within the admissible region despite 
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disturbances and “availability windows.” To obtain risk-sensitive assessments of service degradation, we employ CVaR 
over SLO shortfalls, which accounts for heavy-tailed events. Causal–temporal validity of data is formalized via metrics 
for the fraction of causality violations and loss of validity, while policy feasibility is constrained by communication-
channel, computational, and energy budgets subject to execution deadlines. We further propose three survivability 
indices (weakest-link, weighted, and sequential) that aggregate normalized measures of process risk, data consistency, 
and time-and-resource feasibility, providing a transparent tool for prioritizing operating modes and selecting controlled 
degradation scenarios. The novelty lies in a first, unified formalism for a compositional model that integrates service risk, 
the causal–temporal semantics of data, and the planned feasibility of policies, enabling operator-based computation of 
the survivability kernel for rapid state diagnosis in real time. The practical value is the ability to rapidly compare policies 
and operating procedures for UAV/robotic platforms, promptly identify bottlenecks, and rationally reallocate resources 
to sustain critical services in dynamic environments.

Key words: information system, mobile platform, survivability, intermittent connectivity, survivability kernel, 
survivability index.

Постановка проблеми
В умовах російської агресії проти України особливої ваги набуває застосування інформаційних систем на 

мобільних платформах, що працюють у середовищах із переривчастою зв’язністю та дефіцитом ресурсів [1–2]. 
Відтак забезпечення їхньої живучості стає необхідною умовою безперервного виконання покладених функцій.

У фундаментальних роботах вітчизняних та іноземних наукових шкіл пропонуються багатовекторні підходи – 
від функціональної та структурної живучості інформаційних систем до застосування моделей, що залучають 
апарат складних мереж і перколяції для виявлення критичних порогів збереження зв’язності та працездатності 
системи [3–7].

Разом із тим, класична теорія живучості інформаційних систем сформована переважно для статичних або 
інфраструктурно-центрованих інформаційних систем, де припущення про відносну сталість ресурсного серед-
овища, стабільну топологію та безперервну зв’язність є прийнятними [8–11]. У інформаційних системах, які 
функціонують на базі мобільних платформ, ці припущення не завжди застосовні [12–13]. Це пов’язано з тим, що 
простір станів інформаційної системи може еволюціонувати під впливом переривчастої зв’язності, динамічної 
зміни топології та «ковзних» ресурсно-часових обмежень. При цьому траєкторії функціонування інформаційних 
систем можуть бути фрагментарними, а режими деградації унаслідок зовнішнього впливу – багатокритеріаль-
ними та контекстно-залежними [14].

Проведено аналіз класичних метрик інформаційних систем, зокрема таких як готовність, MTTF/MTTR, 
індекси зв’язності елементів інформаційної системи та ентропійні показники. Результати аналізу вказують на те, 
що метрики адекватно відображають загальний стан функціональної спроможності інформаційної системи, якщо 
вона функціонує в умовах статичних середовищ. Втім, якщо інформаційна система розгорнута на мобільній плат-
формі (в умовах динамічного середовища), зазначені метрики дають істотні похибки, оскільки не охоплюють: 
ризику рідкісних, але «важких» збурень; причинно-часову узгодженість даних за переривчастих зв’язків між еле-
ментами інформаційної системи; досяжність в реалізації політик управління інформаційною системою в межах 
жорстких часових обмежень на прийняття рішень.

Виходячи з того, що ці показники не враховують структуру «тяжких хвостів» збурень і навантажень, при-
чинно-часову семантику даних в умовах переривчастої зв’язності, часово-ресурсну здійсненність політик управ-
ління за наявних обмежень часу та бюджетних обмежень, – виникає задача побудови багаторівневої моделі живу-
чості інформаційної системи на мобільній платформі, яка формалізує простір станів та аксіоматику у трирівневій 
структурі (управляюче-ресурсний, процесний рівень і рівень даних); визначає клас допустимих траєкторій і ядро 
життєздатності, що гарантують підтримку мінімального набору сервісних (процесних) підсистем, без яких 
цільова функція системи не виконується у режимах деградації; уводить ризик-чутливий критерій процесної адек-
ватності для врахування подій із «тяжкими хвостами» (heavy-tailed) [15–16]; формалізує причинно-часову кон-
систентність даних за переривчастої зв’язності між елементами моделі; визначає інтегральний показник часово-
ресурсної здійсненності політик управління під заданими обмеженнями.

Аналіз останніх досліджень і публікацій
Аналіз досліджень у сфері моделювання інформаційних систем на мобільній платформі демонструють змі-

щення вектору досліджень до моделей забезпечення працездатності переважно прикладних систем, однак біль-
шість досліджень залишаються вузькоорієнтованими без інтеграції процесної адекватності та семантики даних 
у єдину модель.

Наприклад, у статті [17] сформульовано ієрархічну задачу розміщення безпілотних базових станцій і органі-
зації маршрутизації між ними; застосовано MILP-модель і кластерно-метаевристичний алгоритм для одночасної 
оптимізації покриття і довжин маршрутів. Попри інженерну цінність, робота зосереджується на мережно-опера-
ційному рівні, зокрема, авторами не вводяться ризик-чутливі критерії для подій із «тяжкими хвостами», відсутня 
формалізація причинно-часової консистентності даних у режимі переривчастої зв’язності. У підсумку модель, 
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запропонована у роботі [17] корисна для планування топології, але не дає цілісної відповіді на питання живучості 
процесів і даних у динамічному середовищі.

Так, у статті [18] запропоновано ризик-орієнтоване планування енергетичного ресурсу для мікромереж із 
використанням підходу CVaR, що переконливо моделює дефіцит енергії та невизначеність генерації/споживання. 
Проте ризик трактовано на ресурсному шарі, без підняття його на рівень процесної адекватності, не враховано 
переривчасту зв’язність і узгодженість даних, хоча останнє варіює як предмет подальших досліджень.

Таким чином, найбільш дотичні роботи або оптимізують мережні структури, або керують окремими ресурсами 
в умовах невизначеності, проте у них відсутнє представлення багаторівневої моделі, що одночасно охоплює ризик для 
процесів інформаційної системи, причинно-часову консистентність даних і часово-ресурсну здійсненність політик.

Формулювання мети дослідження
Мета роботи полягає у розробці багаторівневої моделі інформаційної системи на мобільній платформі, що 

формалізує аксіоматику та простір станів на кожному з рівнів, визначає клас допустимих траєкторій і ядро жит-
тєздатності, а також формалізації критеріїв живучості зазначеної інформаційної системи: ризик-чутливу про-
цесну адекватність для подій із «тяжкими хвостами», причинно-часову консистентність даних за переривчастої 
зв’язності та інтегральну часово-ресурсну здійсненність політик.

Викладення основного матеріалу дослідження
Формалізація моделі. В рамках тематики дослідження та враховуючи [19–21], під інформаційною системою 

вважатимемо наступний кортеж:
	 I = 〈U, D, S, R, P, Q, E〉,	 (1)

де: U – множина управляючих дій в інформаційній системі; D – простір даних, що використовується інформа-
ційною системою у процесі реалізації нею основної функції; S – множина процесів інформаційної системи, що 
оперує з простором даних D; R – сукупність абстрактних ресурсів інформаційної системи; P – сукупність політик 
функціонування інформаційної системи у процесі реалізації нею основної функції; Q – сукупність вимог якості та 
логіко-часових константних інваріантів; Е – сукупність класів факторів впливу зовнішнім середовищем.

Нехай траєкторія функціонування інформаційної системи описується переходами станів у рамках виконання 
нею основної функції як:
	 xt + 1 = F(xt, ut, et),  xt ∈ X,  ut ∈ U(xt), et ∈ E,	 (2)

де: X – простір станів інформаційної системи; ut – управляючі дії інформаційної системи у процесі її функціону-
вання; et – клас факторів впливу зовнішнім середовищем на інформаційну систему.

Відповідно, на рівні архітектури інформаційної системи простір станів інформаційної системи X може бути 
декомпонований на такі рівні:
	 X = XD × XS × XR,	 (3)

де: XD – рівень даних; XS – процесний рівень; XR – управляюче-ресурсний рівень.
Взаємодію між рівнями можна задати як міжрівневі погодження: XDS – семантика послідовності подій і їх кон-

систентності, що необхідні для коректного виконання процесів; XSR – вимоги процесів до абстрактних ресурсів 
і допустимих втрат у процесі доступу до них.

Зазначена формалізація виду інформаційної системи (1–3) узгоджує класичні погляди з сучасною 
SLO‑концепцією [22]. Однак, розглядаючи інформаційну систему як систему, яка функціонує на базі мобільної 
платформи (БПЛА, рій БПЛА або інші робототехнічні платформи), виходячи із задачі, що сформульована у статті, 
варто врахувати той факт, що зазначена платформа додає часову та топологічну мінливість і часткову спостере-
жуваність [23].

Перехід від класичної інформаційної системи до інформаційної системи на мобільній платформі формально 
означає перехід від (майже) стаціонарного середовища до динамічного, в якому змінюється логічна топологія 
зв’язності елементів інформаційної системи, набувають динамічного характеру, за рахунок факторів мобільності 
та наявності зовнішнього впливу, обсяги таких характеристик як ємність каналів обміну даними, продуктивність 
обчислень, ресурсний запас дій. У такому середовищі функціонування інформаційної системи доцільно засто-
совувати термін «процес» як одиницю моделювання, так як саме процеси найчастіше еволюціонують у часі під 
впливом зазначених факторів мобільності.

Динамічний контекст у формалізованій формі може бути заданий як сукупність таких ознак:
–	 темпорально-топологічна мінливість, при якій логічна структура інформаційної системи може бути задана 

динамічним графом G = (V, Et) в якому кожне логічне ребро e = (i, j), e ∈E має бінарну доступність ae,t ∈ {0, 1} 
та ємнісну місткість ce,t ≥ 0. Мобільність платформи в даному випадку індукує процес доступності ae,t з періо-
дами доступності / недоступності елементів інформаційної системи в залежності від дії факторів мобільності 
без настання критичної відмови у функціонуванні системи, однак тривалість періодів недоступності може мати 
характер «тяжкого хвосту»;
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–	 часткова спостережуваність, коли стан інформаційної системи, що заданий як ( , , ),D S R
t t t tx x x x= , спостеріга-

ється через ot = h(xt), що включає параметри агрегованої телеметрії (при наявності ознак розподіленої інформацій-
ної системи), прогнозований стан вікон зв’язності елементів інформаційної системи, індикатори стану процесів 
тощо. Через наявні затримки оцінки стану інформаційної системи, спричинені факторами мобільної платформи, 
політика p реалізується інформаційною системою з неповною та застарілою інформацією;

–	 наявність вікон можливостей, коли дані, передаються за відомою моделлю «opportunity-driven» [24], коли 
ae,t = 1, дозволені пересилки з обмеженнями по ce,t, а між вікнами – за принципом буферизації та подальшої 
ретрансляції (логічна буферизація провадиться на рівнях XD та XS);

–	 формалізація політик функціонування інформаційної системи як реплікації артефактів даних у дозволені 
часові вікна, зміни режимів виконання процесів згідно з даними про деградацію системи та сукупності розподілу 
заданих бюджетів системи планування задач інформаційної системи з кінцевими часовими точками виконання:

	 { }, , ,channel CPU energy
t t tB B B B= 	 (4)

де: channel
tB  – канальний бюджет (впливає на визначення значення пропускної здатності у вікні зв’язку); CPU

tB  – 
обчислювальний бюджет (впливає на визначення значення умовних обчислювальних квантів, які можна витра-
тити на задачі, що вирішуються інформаційною системою); energy

tB  – енергетичний бюджет (впливає на час вико-
нання задачі з урахуванням обмежень мобільної платформи).

Враховуючи вищезазначені ознаки та формалізацію моделі інформаційної системи маємо наступні проміжні 
висновки. По-перше, міжрівневі домовленості можна розглядати як інваріанти. Це обґрунтовується тим, що XSR 
пов’язує ресурси інформаційної системи з SLO-вимогами до процесів [22], а XDS фіксує причинно-часову семан-
тику даних (наприклад, допустиму частку порушень порядку подій, що граничний часовому проміжку валідності 
інформації для інформаційної системи). При цьому порушення будь-яких взаємодомовленостей призводить до 
переходу стану інформаційної системи у допустиму область X \G.

По-друге, збурення у функціональній здатності інформаційної системи (включно з випадками «тяжких хвостів» 
під час вікон недоступності) оцінюються через дефіцит SLO критичних процесів, що виступає у вигляді умови як 
первинна функція ризику для прийняття рішень щодо обрання політики функціонування інформаційної системи.

По-третє, фактори мобільності призводять до розривів причинного порядку та втрати валідності даних, що 
циркулюють в інформаційній системі, тому модель у явному вигляді містить метрику частки порушень причин-
ності m та граничної втрати валідності даних h, і, як наслідок, визначають політики функціонування інформацій-
ної системи, що керують функціональною здатністю у вікнах доступності.

Виходячи з (4), формалізація траєкторії на рівнях (3) з урахуванням дії політик інформаційної системи може 
бути формалізована, виходячи з того, що управляючі дії інформаційної системи у процесі її функціонування (2) 
задаються як ( , , )D S R

t t t tu u u u=  для кожного з рівнів:
–	 для рівня даних XD:

	 1 ( , , , ),D D D D
t D t t t tx F x u w a+ = 	 (5)

де: D
tx  – мітки часу, версійні сценарії, причинні залежності; D

tu  – процеси реплікації, маршрутизації, узгодження; 
D
tw  – стохастика процесів навантаження/доступності; ta  – показник доступності логічних каналів у розрізі 

впливу факторів мобільності платформи.
Індикатори m, h в таких умовах оновлюються з урахуванням появи вікон доступу;
– для процесного рівня XS:

	 1 ( , , , , ),S S S S
t S t t t t tx F x u w a c+ = 	 (6)

де: S
tx  – індикатори SLO мінімального критичного набору даних, який задається на етапі формулювання осно-

вної функції інформаційної системи; S
tu  – процеси перемикання політик/режимів функціонування інформаційної 

системи, пріоритезації процесів; ci – показник місткості логічних каналів у розрізі впливу факторів мобільності 
платформи;

– для управляюче-ресурсного рівня XR:
	 1 ( , , ),R R R R

t R t t tx F x u w+ = 	 (7)
де: R

tx  – сукупність (4), черг завдань, граничних часових точок виконання процесів; R
tu – рішення про розподіл (4) 

і запуск / пріоритизацію процесів.
Збурення ( , , )D S R

t t t tw w w w=  допускають появу «тяжких хвостів», на кшталт, субекспоненціальних та 
a-стабільних хвостів, що прямо впливають на величину ризик-чутливої метрики процесної адекватності Sa.

Звідси маємо наступні композиційні обмеження, які впливають на розмір допустимої області G з урахуванням 
ризик-процесів Sa, причинно-часової узгодженості, темпорально-ресурсної досяжності цілі та вимоги до вико-
нання міжрівневих домовленостей:
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( ) ;

( ) , ( ) ;

( ) ;

( ), ( ) .

t s

t t

t

DS t SR t

S x

x x
G

S x

x x виконані

α ≥ ϑ
m ≤ e η ≤ Δ=  ≠ ∅
X X -

	 (8)

де e, D – порогові значення.
Враховуючи (1)–(8), модель інформаційної системи на мобільній платформі можна подати у наступному 

вигляді:
	 Im.p. = 〈X, U, O, F, H, E, Gt, at, ctBt, XDS, XSR, M(x), G〉,	 (9)

де O – простір спостережень; F : X × U × E → X – динаміка станів інформаційної системи при (5)–(7); 
H : X × E → O – відображення спостережень, виходячи із другої ознаки динамічних контекстів факторів мобільності.

Окремо варто пояснити деякі елементи моделі, які непрямо виходять з (1). Так, O – простір спостережень варто 
розглядати як множину всіх вимірів станів інформаційної системи, які доступні політиці управління в момент t 
замість повного стану xi. Так як через переривчасту зв’язність і затримки інформаційна система бачить не повний 
стан, а лише його «проєкцію»:
	 ot ∈ O,  ot = H(xt, et) + y,	 (10)

де: H – випадкове ядро спостережень від стану xt та впливів середовища et до спостережуваних величин; y – про-
пуски, які дають неповноцінну картину стану системи.

До складу ot в моделі (9) входять оцінки бюджетів ресурсів, індикатори стану процесів, показники причинно-
часової узгодженості, вікна доступу та місткості логічних каналів, часові мітки спостережень – тому у загальному 
вигляді O можна формалізувати як:
	 { } { }0,1 0,1 ,

E pE
D S RO O O O += × × × × × 	 (11)

а статистичний зв’язок задає ядро спостережень
	 ℙ(ot ∈ ⋅xt, et) = O( ⋅xt, et),	 (12)

яке враховує пропуски, які дають неповноцінну картину стану системи. Якщо спостереження стають повними 
(тобто ot містить увесь xt), задача зводиться до класу класичних задач, в яких ухвалення рішення є таким, в якому 
наслідки є частково випадковими, а частково контрольовані системою, яка ухвалює рішення. В нашому випадку – 
у мобільному середовищі – задачі стоять саме з частковою спостережуваністю.

Інший компонент моделі (9) M(x) є вектором індикаторів живучості інформаційної системи на мобільній плат-
формі та визначається, виходячи з (8) як:
	 M(x) = (Sa(x), C(x), F(x)),	 (13)

де кожен елемент відображає окремий аспект підтримання критичних процесів інформаційної системи у мобіль-
ному середовищі.

Так, Sa(x) – індикатор ризик-чутливої процесної адекватності, який вимірює наскільки безпечний «хвіст» 
втрат процесної якості для мінімального набору критичних процесів інформаційної системи W. Значення роз-
раховується, у два етапи. Спочатку визначається дефіцит SLO для процесів:

	
( )

( ) max 0, , 1,

s

s s
S s s

s s

нормований надлишок над ціллю g

m x g
x w w

g∈W

 -
ϖ = = 

 
∑ ∑


	 (14)

де ms(x) – фактичний індикатор (затримка, втрата тощо); gs– власне, ціль.
Далі застосовується відомий апарат CVaR [23] як спосіб визначення умовного математичного сподівання 

в хвості рівня a:
	 Sa(x) :=  -CVaRa[ϖS(x)].	 (15)

У прикладній площині, чим більше Sa(x), тим менший «тяжкохвостий» ризик зупинки процесу.
У (13) C(x) – індикатор причинно-часової консистентності даних, який вимірює узгодженість порядку подій 

і актуальність даних за переривчастої зв’язності у процесі виконання інформаційною системою основної функції. 
Індикатор розраховується як комбінація двох складових m та h. Виходячи із того, що m(x) ∈[0, 1], а h(x) ≥ 0, то 
доцільно інтерпретувати C(x) як зважену композицію з нормуванням по h:

	 [ ]( )
( ) ( ) (1 ) ( ( )), ( ( )) min 1, , 0,1 .

x
C x x x x

η = λm + - λ j η j η = λ Δ 
	 (16)
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У прикладній площині, чим менше C(x), тим більш узгодженіші дані між собою.
Третій індикатор у (13) – F(x) – часово-ресурсна здійсненність політик, який встановлює чи існує реальний 

розклад виконання поточних політик елементом інформаційної системи у рамках часових обмежень і доступних 
бюджетів (4). Пропонується два способи розрахунку значення індикатору – булевий та ступеневий. У першому 
випадку маємо F(x) = 1{S(x) ≠ ∅}. У другому: 

( )

( ) max ( ),
S x

F x
σ∈

= x σ  де x ≥ 0 – мінімальний запас по бюджетах серед 
усіх задач поточної функції інформаційної системи.

Індикатор C(x) може мати наступні значення:
–	 F(x) > 0 – політика може провадитися (є запас ресурсу);
–	 F(x) = 0 – політика може виконуватися (немає запасу ресурсу);
–	 F(x) < 0 або F(x) = 0 у булевому стані – політика не може виконуватися.
Аксіоматичний базис живучості та інформаційної системи на мобільній платформі та базові власти-

вості. Далі доцільно зафіксувати логіко-математичні припущення для розробленої моделі інформаційної техноло-
гії, на основі яких надалі визначаються допустимі траєкторії її функціонування та ядро живучості:

1)	 на рівні даних (3) задано часові мітки і відношення часткового порядку, тому жодна операція під час функ-
ціонування інформаційної системи не може індукувати ретроспективний вплив;

2)	 спостереження (10) для мобільних платформ є неповними та потенційно застарілими, тому політики ut 
мають бути робастними до y;

3)	 середовище E породжує динамічний логічний граф (перший фактор мобільності) з бінарною доступністю 
at та обсягами місткості ct, причому розриви зв’язності дозволені, а їх вплив відбивається виключно в елементах 
інформаційної системи;

4)	 існує мінімальний набір процесів, без якого цільова функція інформаційної системи не виконується. Кожен 
s ∈ W має ціль gs та індикатор ms(x);

5)	 при фіксованих xS, xD невід’ємне збільшення бюджетів (4) не погіршує індикатори ms(x) та не збільшує m, h;
6)	 ризик процесної деградації оцінюється на процесному рівні через міру CVaR дефіциту SLO, а параметр 

a ∈ (0, 1) задає глибину «тяжкого хвоста»;
7)	 для критичних процесів визначено частку порушень m, h з допустимими порогами e, D, які належать до 

вимог Q;
8)	 для поточного стану інформаційної системи x існує множина S(x) виконання політик у часових обмеженнях 

та бюджетах (4). Вимога досяжності виконання основної функції інформаційної системи є обов’язковою;
9)	 порушення інваріантів узгодження XDS та XSR виводить стан інформаційної системи за межі допустимої 

області G.
Серед базових властивостей, які випливають із вищенаведеного, є:
1)	 властивість монотонності по ресурсам, яка пояснюється таким чином, що якщо x, y ∈ X однакові на XD, XS 

та x y
t tB B≤  покомпетентно, тоді Sa( y) ≥ Sa(x), C(y) ≤ C(x), F(y) ≥ F(x);

2) властивість композиційності рівнів, яка пояснюється таким чином, що узгоджене покращення будь-якого 
рівня (виконання узгоджень XDS, XSR) не може вивести стан інформаційної системи за межі G;

3)	 властивість інваріантності станів інформаційної системи до коректних політик, яка пояснюється таким 
чином, що якщо для стану x ∈ G існує політика, що не порушує XDS, XSR і підтримує (13) у межах порогових зна-
чень, то траєкторія не покидає G попри переривчастість at та варіації ct.

Формалізація класу допустимих траєкторій моделі та ядра живучості. Подальша робота побудована 
у руслі визначення траєкторій стану інформаційної системи на мобільній платформі, які вважаються допусти-
мими (тобто такими, що зберігають живучість з урахуванням M(x) (13), XDS, XSR) та формалізації множини почат-
кових станів запропонованої моделі, із яких існує політика, що утримує інформаційну систему в допустимій 
області попри переривчастість і збурення.

Нехай ( , , )D S R
t t t t D S Rx x x x X X X= ∈ × ×  – стан інформаційної системи у момент часу t; ot = H(xt, et) ∈ O – стан 

спостереження (11); ut = p(o0:t) ∈ U – причинна дія політики p, а середовище породжує збурення et (включаючи 
динаміку at та ct). Позначимо допустиму область:

	
{ }: ( ) , ( ) , ( ) ,

( ), ( ) .
S C F

DS SR

G x X S x C x F x

якщо x x виконані

α= ∈ ≥ ϑ ≤ ϑ ≥ ϑ

X X -
	 (17)

Послідовність станів інформаційної системи {xt}t ∈ N, згенерована динамікою xt + 1 = F(xt, ut, et) під політикою p 
називається допустимою, якщо за обраним типом гарантій виконується одна з умов:

–	 умова робастної допустимості xt ∈ G для всіх t для будь-яких збурень et з допустимого класу E;
–	 умова ймовірнісної допустимості (із рівнем довіри 1 - e) при

	 ℙ{xt ∈ G ∀ t} ≥ 1 - e.	 (18)
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У подальшому в пропонується використовувати робастну версію умов у якості консервативного критерію. Це 
обґрунтовується тим, що ймовірнісна умова дозволяє контролювати ризики тільки на рівні прийнятної e.

Важливо, що на процесному рівні можуть існувати режими функціонування інформаційної системи mt ∈ M 
(номінальний, понижений або аварійний) з вказаними правилами переходів. Допустимість переходів (17) не забо-
роняє здійснювати переходи в уже деградовані режими, якщо виконується (8) і зберігається мінімальний критич-
ний зріз у відповідності до W.

Таким чином, маємо означення ядра живучості як множини всіх початкових станів, з яких існує причинна 
політика, здатна утримувати систему всередині G (робастно або з рівнем довіри 1 - e):

	 { } ( ){ } 1 0:| : , ( ), ,v
t t trobu t tst tK x X e E x G t x F x o e+= ∈ ∃π∀ ⊂ ∈ ∀ = π 	 (19)

	 { { } }| : 1 .v
tK x X x G te π= ∈ ∃π ∈ ∀ ≥ - eP 	 (20)

Операторна побудова (19) та (20) дозволить формалізувати простий спосіб обчислити, у яких станах інфор-
маційна система гарантовано зберігає живучість. Така побудова перетворює логіку утримання інформаційної 
системи у допустимій області на чітку процедуру з формальними гарантіями, коли інваріантність і робастність 
фіксуються як стала точка ітерацій з «кроком назад». Такий підхід уніфікує перевірку допустимих траєкторій для 
різних сценаріїв мобільності й збурень і служить базою для подальшого синтезу політик, бо такий підхід відразу 
показує варіанти, при яких функціонування інформаційної системи можливе, а при яких – ні.

Нехай, оператори над підмножинами A ∈ X мають наступний вигляд відповідно до (19) та (20):

	 { } ( ) : | ( ) : , ( ) , ( ) , ( ) , ( , , ) .robust F S Cx G u U x e E F x S x C x F x u eαϒ Α = ∈ ∃ ∈ ∀ ∈ ≥ ϑ ≥ ϑ ≤ ϑ ∈ Α 	 (21)

	 { ( ) } ( ) : | ( ) : ( , , ) 1 .S C Fx G u U x F x u e S C Fe αϒ Α = ∈ ∃ ∈ ∈ Α ∧ ≥ ϑ ∧ ≤ ϑ ∧ ≥ ϑ ≥ - eP 	 (22)

Тоді найбільша інваріантна підмножина G щодо ϒ є фіксованою точкою:

( ) ( )
0 0

  , .robust robus
v k

k
t

v k

k
K G K G

≥ ≥e e= ∩ ϒ = ∩ ϒ

Практично, маємо ітеративне звуження G «кроком назад», тобто відкидаємо стани інформаційної системи, 
з яких навіть найкраща дія не гарантує повернення в A з дотриманням умов (8).

Далі доцільно провести композиційні апроксимації, які трансформують задачу обчислення ядра живучості 
обчислюваною в реальних масштабах, тобто замість перевірки усього стану інформаційної системи, на що 
об’єктивно не вистачить часу в умовах мобільності платформи, на якій функціонує ця система, можна швидко 
перевірити прості локальні умови на рівнях (3). Така перевірка однозначно дасть об’єктивні внутрішні оцінки 
ядра живучості, придатні для прийняття швидких рішень щодо корекції стану інформаційної системи. Зазначений 
підхід є гнучким в контексті того, що відразу очевидно, який саме критерій не задовольняє умов функціонування 
інформаційної системи, а відповідно, і де має спрацювати корекція.

Для цього необхідно ввести спочатку три локальні множини:

{ }
{ }

( ){ }

: ( ) ;

: ( ) ;

: ( ) , .

S S

D C

R F DS SR

K x S x

K x C x

K x F x виконані

α= ≥ ϑ

= ≤ ϑ

= ≥ ϑ ∧ X X -
Тоді:

	 ( ): , .V
R D S t tK K K K узгодження потоків із a c= ∩ ∩ ∩ 	 (23)

Маємо внутрішню оцінку ядра живучості (23), яка є початковою множиною для ітерацій ϒ. Відповідно, запас 
живучості можна формалізувати як:

	 { }
0

lim ( ) , ( ), ( ) , ,
V

V V V V V
S C F

k
S x k k C x F x k k K

+ α
→

G = - ϑ - ϑ - - - ϑ - ∈ 	 (24)

де значення Г, яке більше 0, означає, що x лежить в межах K V, а якщо Г = 0, то на межі відсутності зазначеного 
запасу живучості.

Згідно з результатами проведеного аналізу визначено, що допустимі траєкторії – це напрями функціонування 
інформаційної системи, де критичні процеси W зберігають адекватність навіть за наявності переривчатості. Ядро 
живучості інформаційної системи формалізує області станів, із якої це принципово можна здійснювати завдяки 
наявності політик, що узгоджують ресурси, процеси та дані (через XDS, XSR). Включення ризику через Sa робить 
ядро живучості ризик-усвідомленим, причому рідкісні впливи, на кшталт, «тяжких хвостів» враховуються в самій 
дефініції допустимості.

Багатокритеріальні показники та цільова функція живучості за ресурсно-часових обмежень. Далі 
в дослідженні буде сформовано узгоджені способи агрегування таких показників як ризик-чутлива адекватність 
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процесів (реакція на «тяжкі хвости»), причинно-часова консистентність даних (переривчастість) та часово-
ресурсна здійсненність політик (у межах бюджетів і часових обмежень) – у цільову функцію живучості для оці-
нювання станів і режимів та порівняння політик функціонування інформаційної системи на мобільній платформі.

Щоб уникнути дисбалансу у інтерпретуванні величин, необхідно виконати ряд перетворень індикаторів (13) 
до порогу [0,1]:

[ ]CVaR
1

( ) : (0,1],
1 ( )S

S x
xα

= ∈
+ ϖ



( ) [ ]( ) : 1 ( ) (1 ) ( ( )) 0,1 ,C x x x= - λm + - λ η ∈ j

{ }

( )

1, ( ) , max ( ) ,

( ) : 1
, .

1 max 0, max ( )

S x

S x та

F x
інакше

σ∈

σ

≠ ∅ x σ ≥ η
= 
 + η - x σ



Маємо:

	 ( ) 3( ) ( ), ( ), ( ) [0,1] .x S x C x F xαΜ = ∈   	 (25)

Далі – згортаємо вектор нормованих показників (25) у індекси живучості:
–	 індекс найслабшої ланки Jmin(x):

	 { }min ( ) : min ( ), ( ), ( ) ,J x S x C x F x=    	 (26)

який показує «вузьке місце» інформаційної системи. Значення індексу визначається найгіршою з трьох нормо-
ваних компонент , , .S C F    Сутність індексу полягає у тому, що жоден сильний компонент не може компенсу-
вати критичну слабкість, тобто, якщо, здійсненність політик задовільна, а дані узгоджені, але при цьому виникає 
«тяжкий хвіст» процесних втрат (значне падіння ),S  то індекс буде низьким. Відповідно, індекс буде доречним 
у режимах, в яких порушення будь-якого критерію з вищерозглянутих –неприйнятне. Позитивними практиками 
є простота інтерпретації та вкрай висока чутливість до ризиків і помилок у на рівні даних. Однак серед мінусів 
варто зазначити той факт, що індекс може пригнічувати рішення, коли один з трьох нормованих компонент тим-
часово просідає, а інші суттєво кращі. Крім цього індекс не дає градації у розрізі того, який поріг наближений до 
прийнятного, а який – на критичному рівні;

–	 зважений індекс Jw(x):

	 ( ) : ( ) ( ) ( ),w S C FJ x w S x w C x w F x= + +   	 (27)

який дає змогу явно розставити пріоритети між ризиком процесів, консистентністю даних і здійсненністю 
досяжності цілі інформаційної системи, підібравши ваги wS, wC, wF під профіль основної функції інформаційної 
системи. Коли потрібно здійснити пріоритезацію між критеріями (наприклад, знизити ризик відмови процесів, 
пожертвувавши часткою пропускної здатності непершочергових потоків в інформаційній системі) зазначений 
індекс є найзручніший. Позитивними практиками є гнучкість індексу, плавна реакція, придатність для автома-
тичного налаштування і швидкого пошуку рішень. Однак індекс має певні обмеження, зокрема, компенсаторний 
ефект, наприклад, суттєве падіння однієї з трьох нормованих компонент , ,S C F    може маскуватися високими зна-
ченнями інших компонент. У якості обходу цього обмеження, можна поєднувати Jw з пороговими допусками на 
кожен з компонент, наприклад, перевіряти умови Sa ≥ ϑS, C ≤ ϑC, F ≥ ϑF до агрегування (25);

–	 послідовний індекс Jl:

	 { } { }( )( ) : 1 ( ) ,1 ( ) , ( ) ,l F SJ x F x S x C x= ≥ ϑ ≥ ϑ  	 (28)

який використовує жорсткий порядок пріоритетів. Так, спершу здійснюється перевірка на предмет, чи взагалі мож-
лива реалізація політик у часі та наявних бюджетах, далі – перевірка прийнятності процесної адекватності, далі – 
здійснюється максимізація консистентності даних. Такий підхід застосовний для інформаційних систем на мобіль-
ній платформі із жорсткими часовими обмеженнями та основною функцією з мінімально допустимим рівнем якості 
виконання процесів. Тобто, якщо на певному етапі функціонування інформаційної системи основна місія стає недо-
сяжною для виконання інформаційною системою, то немає сенсу перетягувати інші компоненти за зміною їх прі-
оритетів, достатньо ініціювати перебудову функціональної моделі інформаційної системи. Позитивними практи-
ками індексу є жорстка узгодженість з операційною логікою, прозорість рішень, відсутність небажаної компенсації. 
Однак серед недоліків варто зазначити стрибкоподібну поведінку при перетині порогів та, власне, чутливість до 
вибору порогів ϑF, ϑS. Також, у мінливих сценаріях без «тяжких хвостів», індекс може бути надто жорстким і від-
кидати цілком прийнятні компромісні траєкторії перерозподілу ресурсів між компонентами , , .S C F  
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Агрегування (25) застосовується лише до станів у допустимій області:

	

( ) ,

( ) ,

( ) ,

( ), ( ) ,

, ,

.

S

C

F

DS SR

t t

t

S x

C x

F x
x G

x x виконанані

потоки узгоджені з a с

бюджети B дотримано

α ≥ ϑ
 ≤ ϑ
 ≥ ϑ∈ ⇔ X X -




	 (29)

Таким чином, Jmin, Jw, Jl як індекси живучості, по суті, є оціночними функціоналами якості всередині G, тому 
вихід характеристик інформаційної системи за G трактується як нульова живучість інформаційної платформи на 
мобільній платформі.

Висновки
В роботі вперше представлено багаторівневу модель інформаційної системи на мобільній платформі, яка одно-

часно і в одному формалізмі враховує хвостато-ризикову деградацію процесів через CVaR-оцінку дефіциту SLO, 
причинно-часову консистентність даних під переривчастою зв’язністю мобільної платформи, часово-ресурсну 
здійсненність політик у межах динамічних бюджетів і «вікон доступності», причому міжрівневі взаємовідносини 
та операторна побудова ядра живучості забезпечують композиційні гарантії живучості інформаційної системи. 
На відміну від існуючих підходів, які розглядають ці аспекти окремо (мережно-операційні оптимізації та класичні 
метрики готовності), запропонована модель інтегрує їх у спільний простір станів і критеріїв та надає узгоджену 
методику оцінювання станів за індексами живучості.

Практична цінність розробленої моделі полягає у наданні цілісного, операційно придатного апарату для управ-
ління інформаційною системою на мобільній платформі, який поєднує ризик-орієнтоване оцінювання процесів, 
контроль причинно-часової узгодженості даних та перевірку здійсненності політик у наявних ресурсно-часових 
межах. Модель забезпечує формалізовану область допустимих станів і ядро живучості, що дозволяє завчасно 
виявляти критичні процесні точки, обирати керовані режими деградації і раціонально перерозподіляти ресурси 
для підтримання критичних процесів. Індексна діагностика стану дає прозорий механізм пріоритизації між 
якістю процесів, консистентністю даних і плановою здійсненністю політик, а композиційні перевірки роблять 
оцінювання швидким і масштабованим для застосування в режимі реального часу. Завдяки апаратній незалеж-
ності та міжрівневим погоджувальним механізмам модель слугує основою для регламентів експлуатації, сценар-
ного тестування і перевірки вимог живучості у різнорідних інформаційних системах на мобільних платформах.
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