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MOJEJIOBAHHSA IPUMHATTSA PIINEHD 3 YIIPABJIIHHS PECYPCAMHU
MIKPOCEPBICIB TA BUBOPY BIPTYAJIBHUX MAIIIUH
Y CEPEJJOBHUIII KUBERNETES

Cyuacni xmapui cucmemu, no6y008aHi 3 GUKOPUCIIAHHAM MIKPOCEPBICHUX aPXIMeKmyp, CMUKAOmMsbCsl 3 KPUMUUHOK
npoonemoro epekmueHo20 YNpAeIiHHA pecypcamu 8 YMo8ax OUHAMIYHO20 HagaHmavicenHs. CmaHoapmHi peakxmueHi
mexaHizmu opkecmpamopa Kubernetes, maxi saix Horizontal Pod Autoscaler, uacmo susasisiromvca HeOocmamHimu yepes
3aMpumMKU Y peaxkyii, 8i0CYMHICMb 8PaXy8anHs MAuOYmMHix mpeHoié HABAHMANCeHHs. MAa IHepYIUHICMb npoyecie 3anyc-
KV HOBUX Peniik MIKpOCepsicié [ sipmyaibHux mawul. Lle npuzeooums 00 HeeghekmusHo20 SUKOPUCMAHHS PecypCis,
Konueans npodykmusHocmi (flapping) ma saiieux onepayiiinux eumpam. Y 6i0nogiob Ha yi GUKIUKU 6 CMAMMI 3anpono-
HOBAHO KOMNJIEKCHY MAMeMamuiny MoO0elb O ONMUMAIbHO20 NPOAKMUBHO20 YINPAGIIHHSA PeCypCAMU HA OCHOBL NPo-
2HO3Y8AHHI HABAHMANCEHHS, OUHAMIUHE MACULMAOYBAHHSA MIKPOCEPBICI8 i3 8PAXYBAHHAM 3AMPUMOK Md ONMUMATbHE
PO3MiUeHHs N00i8 Ha 8iPMYANbHUX MAUUUHAX.

Memoto danoi pobomu € po3podKa MamemMamuyHoi ONMUMI3ayitiHoi MoOeni 0Jis1 ABMOMAMUYHO20 YNPAGILIHHS PeCyp-
camu MiKpocepgicie ma OUHAMIYHO20 GUOOPY GIPMYATbHUX Mawut. DopManizoeano npeomemmuy 0oOnaACHb WISAXOM GU3HA-
YEHHS KAHOYOBUX MHOJICUH: KIACIE GIPMYANbHUX MAWUUH, AKMUSHUX eK3eMNIAPIE GIPIMYANbHUX MAWUH, MUNIE MIKpocep-
gicie ma ixuix pennix (noois). Ha ocnosi icmopuunux oanux mempux CPU ma onepamusHnoi nam’simi 6UKOHyemMvcs
NPOCHO3YB8AHHI HABAHMAICEHHS HA 20PUIOHMI NAAHYBAHHS | 01 KOXCHO20 MUNY MIKpOCep8ica po3paxo8yemvcs 0axcanda
KiIbKicmb peniiix, HeobXioHa 015 06pooKu o4ikysano2o HaganmaicerHs. Chopmosaro ma gopmanizo8ano yintbosy QyHk-
yiro i oomediceHHsa 3a0a4i ONMUMATLHO20 YIPABTIHHS PECyPCamu MIKpocepeicie ma aubopy 6ipmyanrbHux Mauiut, cCnupa-
104UCb HA CYKYRNHICMb NPUUHAMUX NPUNYLYEHb.

3anpononosanuii nioxio 3adezneuye nioguweH s GiOMOBOCMIUKOCII Ma NPOOYKMUSHOCIE MIKPOCEPBICHUX 00AMKIE
npu 0OHOUACHOMY 3HUJICEHHI ONepayitiHuxX eUmMpam 3a paxyHOK VYCYHEHHS HAOMIPHO20 pe3ep8yeanHs ma KOHCOMoayil
HABAHMANCEHHS HA HAUOLIbUL eKOHOMIYHO e(heKMUBHUX MUnax ipmyaibHux mawut. Pesyremamu pobomu cmanogname
meopemuyHy 0CHO8Y 01 NOOANbUUX OOCTIONCEHb MA NPAKMUYHOIL peanizayii cucmemiu iHMe1eKmyaIbHo20 OpKeCmpy-
sanna ona Kubernetes.

Knrwouosi cnosa: mixpocepsicu, Kubernetes, ynpasninns pecypcamu, npocHo3y6anis HAGAHMAICEHHS, dGMOMACUMa-
OV6amHs, ONMUMIZAYISA, 8IPMYANIbHI MAWUHY, IHYOPMAaYitiHi MexHON02lE, IHhopMayitini cucmemit.
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MODELING DECISION-MAKING FOR MICROSERVICE RESOURCE MANAGEMENT
AND VIRTUAL MACHINE SELECTION IN A KUBERNETES ENVIRONMENT

Modern cloud systems built on microservice architectures face a critical challenge of efficient resource management
under dynamic workloads. Standard reactive mechanisms of the Kubernetes orchestrator, such as the Horizontal Pod
Autoscaler, often prove insufficient due to delayed responses, lack of consideration for future load trends, and the inertia
of launching new microservice replicas and virtual machines. This results in inefficient resource utilization, performance
fluctuations (flapping), and excessive operational costs.

In response to these challenges, the paper proposes a comprehensive mathematical model for optimal proactive
resource management based on load forecasting, dynamic scaling of microservices with consideration of delays, and
optimal pod placement on virtual machines.

The aim of this work is to develop a mathematical optimization model for automated microservice resource
management and dynamic virtual machine selection. The subject domain is formalized through the definition of key
sets. classes of virtual machines, active instances of virtual machines, types of microservices, and their replicas (pods).
Based on historical CPU and memory metrics, load forecasting is performed on the planning horizon, and for each
type of microservice, the desired number of replicas required to handle the expected load is calculated. The objective
function and constraints of the problem of optimal resource management and virtual machine selection are constructed
and formalized, relying on a set of accepted assumptions.

The proposed approach increases the resilience and performance of microservice applications while simultaneously
reducing operational costs by eliminating excessive overprovisioning and consolidating workloads on the most cost-
effective types of virtual machines. The results provide a theoretical foundation for further research and practical
implementation of an intelligent orchestration system for Kubernetes.

Key words: microservices, Kubernetes, resource management, load forecasting, autoscaling, optimization, virtual
machines, information technology, information systems.

IMocranoBka npoodsiemMu

OnHi€ro 3 KITIOYOBHX 3a1a4 cydacHol [ T-iHdpacTpykTypu € 3a0e3meueHHs ¢(PEeKTHBHOTO Ta BIIMOBOCTIHKOTO (DYHKITIOHY-
BaHHS MIKPOCEPBICHHX CHCTEM y XMapHUX CEPEeIOBHIIAX 32 YMOB JIMHAMIYHO 3MIHHOTO HABAaHTXKEHHs. Y pasi pi3KUX 3MiH
HaBaHTaKCHHs, iHpOpMalliiHa cucTeMa Ma€ MIBUJIKO MacIITa0yBaTUCh, 1100 YHUKHYTH BTPATH MPOAYKTHBHOCTI ab0 Bifl-
MOBH B 00CITyTOBYBaHHI, aji¢ BOAHOYAC HeOakaHo, adH 11¢ MPU3BOIAMIIO O HAJMIPHUX BUTPAT Ha OOYHCITIOBAIIBHI PECYPCH.

L mpobnema ycKJIaaHIOEThCSI THM, IO CYy4acHI opKecTpatopH, Taki sk Kubernetes, 4acTo BUKOPHUCTOBYIOTh peak-
THUBHI MeXaHi3MHU MaciuTalOyBanHs (Harnpukian, Horizontal Pod Autoscaler), siki mpuiiMaroTh pillieHHs HA OCHOBI MHUHY-
JIUX YM TIOTOYHUX JIAaHHWX, HE BPaxXOBYIOYM MaiHOyTHIX TPEHJIB HaBAHTAKEHHS Ta IHEPIIMHOCTI caMOl CUCTEMH. 3aIyCcK
HOBHUX PEIUTIK MIKPOCEPBICIB Ta BipTyallbHUX MAIllMH MOTpedye vacy, o MPU3BOAUTH JI0 3aTPUMOK Y peakxiiii Ha HaBaH-
TaXEHHsI Ta Hee(DEeKTUBHOTO BUKOPUCTAHHSI PECYPCIB.

Kpim TOro, BUMOTH J10 €KOHOMIUHOT €(h)eKTUBHOCTI Ta HA/IHHOCTI CEPBICIB 0OMEKYIOTh MOMKITUBOCTI BUKOPHCTAHHS
MIPOCTUX PIllIeHb, TAKKUX SIK HAJJTHIIKOBE pe3epByBaHHs pecypciB. Lle 00yMOBITIOE akTyallbHICTh TIOIIYKY 1HTEIEKTyalb-
HUX Ta MPOAKTUBHUX IIJXOJIB 70 YIPaBIiHHS pecypcaMu. BupinieHHs 1€l 3a1a4i € KpUTUUHO BaXIIMBUM JUISL TTi][BH-
HICHHS ¢()SKTUBHOCTI, HAJAIHHOCTI Ta 3HIKCHHS BAPTOCTI SKCIUTyaTallil MiKpOCEPBICHUX apXiTEKTyp.

AHaJIi3 OCTaHHIX AocTaizKeHb i myOmikaniii

Crangaprauii inxig Kubernetes 1o ynpapiinns pecypcamu MikpocepsiciB 6a3yerbest Ha Horizontal Pod Autoscaler
(HPA), sixuii Buxopucroye npocti Metpuku (CPU, memory) i oporoBi 3Ha4eHHs! JJsl IPUUHSTTS PIllIeHb PO MacIil-
tabyBanns [1]. [Ipote neit miaxin Mae cytreBi Hepouiku. [To-niepire, HPA pearye Ha 3MiHU JIUIIE TC/S 1X BUHUKHCHHS,
10 TIPU3BOAUTH 10 3aTpuMOK y peakiii [2]. ITo-mpyre, cuctemMa He BpaxoBY€ yHac 3alyCKy HOBUX PEILIIK, IO MOXKE
CIPUYHMHSATH THMYACOBE 3HIKEHHS poayKkTuBHOCTI. Kpim Toro, HPA cxunbHmii 10 Takoro siBuina sik flapping — wacroro
JIO/IaBaHHS Ta BUJIAJICHHS MOJIB Yepe3 Yy TIUBICTh JI0 KOPOTKUX CIUIECKIB HABAHTAKEHHSI.

Jast nogonanHs 00MeXeHb 3a3Ha4eHOT0 BUIILE PEaKTHBHOTO IMTIIX0/Y OYJI0 3alPOITOHOBAHO BUKOPHUCTOBYBATH METOIN
MIPOTHO3YI0YOr0 MaciTabyBaHHs, 10 BUKOPHCTOBYIOTh MAlllMHHE HABYaHHS JUIsl Nepen0aueHHs MaiOyTHBOrO HaBaH-
taxxkeHHs [3,4]. Takox npu nopiBusinai ARIMA, Prophet Ta LSTM-Mepesx BUSIBIIIOCS, 1110 HAWOLIBII BAAJIUM € BHOIp
Ha kopucth ARIMA [5]. Ane He3BaXkarouu Ha MMEpeBary, JOCTIHKEHHS 30CePeIKYIOTHCS JINIIE HAa PO3PAXyHKY Oa’kaHOi
KUIBKOCTI PEIUTiK, He PO3IVISIIAI0YH MUTAHHSI IXHBOTO PO3MIIIICHHS Ha BIPTyaJlbHUX MAIIMHAX, 1[0 CTBOPIOE PO3PUB MK
MIPOTHO3YBAaHHIM MOTPeO Ta peaTbHIM 3a0€3IEUCHHAM PECypCiB.

OkpiM 11bOTO, HIIIE JOCITI/PKEHHS [6] BU3HAE HEOOXIIHICTh BpaxyBaHHS IHEPIIHHOCTI CHCTEMH aBTOMACIITa0yBaHHSI.
VY pobori Oyno pospodieno anroputMm DACS (Delay-Aware Container Scheduling), sikuii MOKJIMKaHHE BpPaxOByBaTh
3aTpPUMKH 0OPOOKH Ta MEpPEeXi IMiJT yac 3almycKy MOJiB, X04a 1 He PO3IIIsae yac, sIKoro moTpedye 1Mo Py CTapTi.

BOymoBani MexaHi3mu posMiineHHst momiB y Kubernetes peamisyrorscs uepe3 kube-scheduler Ta rmiarin
NodeResourcesFit. Cucrema miarpumye pizHi crparerii po3noniny pecypcin: LeastAllocated (3a 3aMoBuyBaHHSIM) parue
PIBHOMIPHO PO3IOIINTH HABaHTAXXEHHS MDX By3iamu, Toai sik MostAllocated Ta RequestedToCapacityRatio peaizy-
I0Th BJIaCHY cTparterito bin packing st Mmakcumizanii yruiizanii [7].
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Y T0i1 ke gac Oyio IpoAEMOHCTPOBAHO, 110 IHTETPOBaHI I X0 AJIsl PO3IOIUICHHS OB MOXKYTh gocsiraté 10 58 %
3MEHIIIEHHS BUTPAT MOPIBHAHO 31 CTaHAApTHUM MeTonoM [8]. Jlarmii miaxin moexnye best-fit bin packing mms mouarko-
BOTO PO3MIMICHHS, TUHAMIYHE TIepeIUIaHyBaHHs U1 KOHCOMIIAIii poOoYnX HAaBaHTAKCHb Ta aBTOMACINTaOyBaHHS IS
ajanTamii 10 3MiH ITOTIUTY.

Y KOHTEKCTi MaTeMaTHIHOTO MOJICIIOBAaHHS YIPaBIiHHA pecypcamu B Kubernetes Mo)kHa Bi3HAYUTH JOCHTIHKEHHS,
SIKe 3aIPOIIOHYBAJIO AWHAMIYHY MOJENb, III0 BPAXOBY€ YacOBi IMapaMeTPH Ta HU3BKOPIBHEBI OOMEKEHHS ONTHMi3amii
[9]. Mozens cpsiMOBaHaA Ha PETYTIOBAHHS HE JIUIIE MPU3HAYCHHSAM IOJIB O BipTyalbHUX MAIIWH, ajie i KepyBaHHIM
YBIMKHEHHAM Ta BUMKHEHHSIM MAIllMH 3 METOI0 MiHiMi3amii cepenHboi KUTBKOCTI TPAIFOI0UMX MAIINH Ta MaKCHMIi3arlii
koedimieHTa yTHITi3aIii pecypcis.

[Iporao3yBaHHs HaBaHTAXEHHS TAaKOK PO3MIATANOCH y AociimkerHi [10] ansa quaaMigHOr0 BUOOPY 1 Mirparii Bip-
TyaJIbHAX MaIllUH y XMapHUX CepefoBUINax. X04a IIPH IPOrHO3YBaHHI BUKOPHCTOBYBAJIUCH arperoBaHi METPHKU YTHIIi-
3aIii, 110 He J03BOJIsIE BUKOPUCTOBYBATH IIEH MiAXiT MPHU HEOOX1MHOCTI OUIBII THYYKIX HAJAIITYBaHb, IKi MOXYTh OyTH
HAJA3BUYAHO BOKJIMBUMHU y KOHTEKCTI MIKPOCEPBICHOT apXiTEeKTYpH.

TakuM 4HHOM, aKTyaJbHOIO € po3po0Ka KOMILIEKCHOI Mogeli, ska O MoeJHyBaia IPOrHO3yBaHHS HAaBAHTAXKEHHS,
TUHAMigHE MacITaOyBaHHS MIKPOCEPBICIB 3 YpaxyBaHHAM 3aTPUMOK, OITUMAIIbHE PO3MIIICHHS Ha BIpTyaJbHUX MaIllH-
HaX Ta TWHAMiYHE KePyBaHHS )KUTTEBUM ITKIIOM ITUX MAIIUH U MiHIMIi3alii CyMapHUX BUTpAT.

DopMyTIOBAHHS METH J0C/i/IZKEHHS

Mertoro nanoi poboTH € po3poOKa MaTeMaTHIHOI ONTUMI3aLifHOI MOJIEII 71l aBTOMAaTHYHOTO YIIPaBIIiHHS pecypcaMu
MIKpOCEpPBICIB Ta TUHAMIYHOTO BHOOPY BipTyaJdbHHX MamIuH. Po3po0ieHa Monens Mae JO3BOIUTH MEPEHTH BiX CTaH-
JApTHOTO PEaKTUBHOTO MacmTaOyBaHHS JO MPOAKTHBHOTO, IO 3a0€3MeUnTh KPally MPOAYKTHBHICTH MiKpOCEPBICHOI
CUCTEMH IPY TUHAMIYHOMY HaBaHTaXeHHI. OCOOMUBY yBary CIIiJ MPUAUTHTY BUPIMICHHIO 3a7a4i TaKyBaHHS, OCKIJTBKI
[le TpU3BEe M0 3HIDKEHHS OINEepaIlifHuX BUTpPAT 3aBASKHA OUTHII €(EKTHBHOMY 3aMOBICHHIO BipTyaJ bHHX MAIIHH Ta
BHKOPHUCTAHHIO IXHIX pecypciB.

JUis mocSATHEHHS MOCTAaBICHOT METH HEOOXiTHO BUPIIITATH 3a/1a4i:

— OINHKCAaTH OCHOBHI XapaKTePUCTUKM IMPEAMETHOI 00JacTi 3 BHKOPHCTAHHSIM MAaTeMaTHYHOTO amapary Teopii
MHOJKHH;

— coopmyBaru Ta hopmaizyBaTH IMTbOBY (YHKIIFO Ta 0OMEKEHHS 3a7a4i ONTHMAaJIBHOTO YIIPABIIHHSA pecypcaMu
MIKpPOCEpPBICiB 1 BHOOPY BipTyaTbHUX MAIlliH, CITUPAIOYNCH HA CYKYITHICTh IPHHHATHX TPUIYIICHb.

Buk/ageHHs 0CHOBHOTO MaTepiay A0CTiTKeHHS

dopmarizamis XapaKTepUCTHK MPEAMETHOI 00J1acTi BKIIFOYa€e (POPMyBaHHS IEPEiKy OCHOBHUX 00’ €KTiB MPEeIMETHOL
00IacTi Ta MpeICTaBIeHHS iX XapaKTePUCTHK 3 BUKOPHCTAHHAM TEOPil MHOKHH.

OcHOBHUMH 00’ €KTaMU TIPEIMETHOI 001aCTi B 3a1a4i YIPaBIiHHS pecypcaMy MIKpOCEpBiciB Ta BHOOPY BipTyalIbHUX
MalliH BU3HAYEHO!

— BIpTyaJbHI MaIlIMHY, SKi BITHOCATHCS JI0 IEBHOTO THITY, 110 KJIAyZ IPOBaiiiep HaJae B OPEHAY 3 IEBHUMH O0UIC-
TOBaNBHUME pecypcamu y Buniriai CPU ta mam’sTi;

— MicKpocepsicH (IoAM), SKi HaJIeKATh 10 IEBHOTO THITY MIKPOCEPBICIB Ta PO3MIIIEHI HA [esAKiil aKTUBHIHN BipTy-
ABHIN MaIIHHI.

TUK OyIleMO BHKOPHCTOBYBATH AUCKPETHY PIBHOMIPHO PO3MOALICHY 3 KPOKOM Af CitKy wacy T = {ty, t1,..., ty|t;=1i - At} ne
fp IOYaTKOBOIO TOUKOI0. Jlari HaBeaeHa popMaizalis XapaKTepUCTHK 3a3HAUCHIX 00’ €KTIB.

[ig gac 3amycky BipTyaJdhbHOI MalIMHU PO3POOHUK YW aIMiHICTPAaTOp MOBHHEH OOpaTH MEBHHUH THII BipTyaidbHOI
MAIIIMHH 3 TIOMDXK CIHCKY, SIKHH TPOTIOHYETHCS Kiayd MpoBaiaepoM. Pi3Hi THIIM po3pi3HAIOTHCS MK COOO0IO SIK pecypc-
HUMH XapaKTePUCTHKAMH, TaK 1 BapTICTIO BUKOPHUCTAHHA. BimmoBimHO, (OPMYEThCS MHOXKMHA KIIACiB BipTyaJbHHUX
MammH ¢; € C e j Homep Kinacy. KoxeH tun BipTyaabHOI MallIMHU ¢; XapaKTEPU3y€eThCs KOPTEKEM (cpu;, mem;, cost;) ne
cpu; — xunpkicTb BipryansHux CPU (vCPU); mem; — 06’ €M onepaTuBHOI aM’sITi; cost; — BapTiCTh BUKOPUCTAHHS OJHI€T
BIpPTyaJIbHOI MAIIMHY THITY ¢; 3a OAMH KPOK Af. AKTHBHI IIPOTATOM 4acy CIOCTEPEKEHHs BipTyallbHiI MalllMHU (DOPMYIOTH

MHOXXUHY V, KO)KE€H €JEMEHT SIKOiI OMHUCYETHCSI KOPTEKEM (Cj’t]‘:'“”,t;mp). Koxen ex3eMIuisip v, Haciimye BCi pecypcHi

start tstop

XapaKTEePUCTHKH 1 BapTICTh CBOTO Kiacy ¢; € C, a Tako)k Ma€ MOMEHTH 3aIlyCKy 1 3yIHHKH BiIIOBITHO — & I
3a3HavyeHi MHOXKMHH JTO3BOJISIIOTH OOYMCITIOBAIBHI pecypcH, sKi KII€HT OTPUMYE BiJ KiayA-TpoBaiijiepa JUisi 3aIlycKy
MIKpOCEPBICIB.

MikpocepBicHa apxiTeKTypa IO3BOJSE Kpalle CIpPABISATHCS 3 JUHAMIYHAM HaBAHTAXKCHHSAM IIPH BHKOPHCTAaHHI
JOAATKIB: SKIIO HABAaHTAKCHHS 3POCTAE JIUIIE Ha TICBHUN MIKPOCEPBIC, TO MOKHA 30LIBIIUTH KUTBKICTh PEIDIiK (TIO/iB)
JIHIIe KOHKPETHOTO MIKpOCepBica, a He TOPH30HTAIBHO MacIiTabyBaTH BEMKUIT MOHOMNIT. 3aBISKH TaKOMY OiJIbII TOY-
HOMY MacinTaOyBaHHI MOJKHA CKOPOTHUTH OIeparliifHi Burpatu. Hexaif S — MHOXHMHA BCIX THITIB MiKPOCEPBICiB, KOXKEH

. start st i . .
eJIEMEHT SKOI XapaKTepHu3yeThes koprexeM (cpu,,mem,,t; " ' ™" ,n™™), ne cpu,, mem; — pecypcu, HeoOXimHi M
. . start st . i ..
ONHI€T peIUTiKK JaHoro THIy; 4 ¢, — uac 3alycKy Ta 3ylMHKH PeIutiku; 7, .7, — MiHIMaJbHa Ta MakCHMalbHa
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KUTBKICTB PETUTiK, 10 MAIOTh OyTH aKTHBHUMH IIPOTATOM YChOTO Yacy. [1o3HaYMMO 71;; SIK KIMBKICTh PEIUTiK MiKpOCEPBICY
S/ — MOMEHT 4acy 4, siKa y Oyab-sIKHii MOMEHT 4acy Ma€ 3aJJ0BOJbHATH yMOBI 7, <n,, <n™". 3anyueni B po0oTy 3a

BECh Yac CIOCTEPEKEHHS PEIUTIKH (TI0IN) MIKpOCepBiciB (POPMYIOTh MHOKHHY P, KOXKSH eJIEMEHT SIKOT XapaKTepPH3yEThCS

start St . “ o . o . .
t; o ;“" ), Jie v, — KOHKPETHA BipTyaJlbHa MalllMHa, Ha SKif pO3MilleHuH O, 5, — KJ1ac MiKpocepBica, 10

SIKOTO HAJEKUTh 10f; £ ,¢,” — MOMEHTH 3aIlycKy Ta 3yIuHKH 1oAa. KoeH 1oz p, Hacliye Bei XapaKTepUCTHKH CBOTO
THITY ;. 3a3HaYNMO, 1[0 PO3MIIIECHHS 1T0/Ia HA AKTHBHIH BipTyaJbHINA MalIiHI 03HAYa€ BUKOPHCTAHHS BiITOBITHUX PeCyp-
ciB manoi BipTyanbHOI MammHu. OKpiM IbOTO, CIiJ] 3a3HAYMTH, 110 Y MpOIeci pOOOTH PEIUIiKK MIKpPOCEPBICIB MOXKYTh
MepeMillyBaTHCS MK aKTHBHUMH BIpTyaJIbHUMH MAIIMHAMH: MOJ 3yMUHSAEThCS Ha OJHIA MallnHI Ta 3ayCKAa€eThCs Ha
inmii. Tomy Ui ciocTepexEeHHAM JaHOT0 ABHIIA Mirpalii BBeieMo OiHapHY 3MiHHY X,,.; € {0, 1}, sixa Xxapakrepusye, uu
PO3MiLIEeHUH O] p, Ha BIpTyallbHil MalINHI V; Y MOMEHT 4acy #. JlaHi MHOKUHU JTO3BOJLIOTH II0€JHATU HAsIBHI PECYPCH,
npuadani y BUNISIL BIPTya lbHUX MAIIMH Ta TXHIX OOYHMCITIOBAIBHUX PECYPCiB, Ta BIACHE BUKOPHUCTAHHS IIUX PECYpCiB
KOMITOHEHTaMH 1H(PaCTPYKTypH JIOAATKIB.

PosmisiHEMO BUKOPUCTAHHS PECYPCIB A€TajbHIIIE: KOXKEH M0 p, KOXKEH MOMEHT 4acy BUKOPHCTOBY€E HMEBHUN 00CAT
pecypciB CPU ta oneparuBHOi mam’sti. BinnosigHo, BBe1eMO MHOXKUHY METPUK noxis PM = {(cpu,;, mem,;) | p € P,
t; € T}, 10 SIKOT BXOJISITH CIIOCTEPEKEHHS KUTBKOCTI CIIOXKUTHX PECYPCiB KOXKHOIO 3 PEIUTiK MiKkpocepBiciB. OCKIIbKY 115
MIPUHHATTS PIllIeHb PO MacIuTaOyBaHHS BUKOPHUCTOBYIOTHCSI arperoBaHi M0 MIKpOCEpBiCaM METPHKH, BBEJIEMO TaKOXK

koprexxeM (Vi,s;,

1 MHOXKMHY METPHK MikpocepBiciB SM = {(cpu,;, mem,,) | s, € S, t; € T}, ne cpuy,; = Z cpu,, mem,, = z mem,, ;.
pePls,=s, PpeP|s,=s,
JlaHi MHOXMHU JTO3BOJISIFOTH CIIOCTEPIraTH 3a MOTOYHUM HABAHTAKEHHSIM Y BUIVISIL OOCSTY CIIOKUTHX PECYPCIB.

Jlnist BUpileHHs 33/1a41 ONTUMAaJIbHOTO YIIPABIIIHHS pecypcaMy MIKpOCEpPBIiCiB Ta BHOOPY BipTyaJIbHMX MAIlMH, HE00-
X1JIHO Ha OCHOBI (hOpMaIIi30BAaHUX MHOXHH 00’€KTIB MPEAMETHOI 00JIACTi Ta IX XapaKTEepPUCTHK PO3pOOUTH ii Marema-
THUYHY TTIOCTaHOBKY.

dopmaibHa IOCTAHOBKA 33/1a4i MICTUTh OOMEXKEHHS Ta HIIbOBY (DYHKIIIFO 33/a49l ONTHMAIBHOTO YIIPABIIHHS PECyp-
caMy MIKpOCEpBICIB 1 BUOOPY BIpTyallbHUX MallHH, C(hOPMOBAHUX HA OCHOBI HAOOPY MPHITYIICHb.

3a3HaueHa 3a/ia4a ONTHMAJILHOIO YIPaBIiHH (POPMY€ETHCS Ha OCHOBI IIPOTHO3YBAHHS HABAHTAKEHHS 110 BUKOPHUC-
TaHHIO MIKpOCEPBICIB Ha JIESIKOMY TOPU30HTI IPOTHO3YBAHHS T; = {t;y1, 42, ..., Livy} < T, e H — muOuna ropusonty. Ha
OCHOBI iCTOpUYHHUX JaHUX MeTpUK SM opmyeThest Taka QyHKUis £, o Vi € T, Vs, € St

SMI(T) = (SMI,HI’SMI,HZ? LERE] SMI,HH) = f(SM[’[’SM[J‘,la ey SMJ’()):- (l)

ne SM,; — 3Ha4eHHsI METPUK JUIsl MIKPOCEPBICY §; MOMEHT 13 SM 1i+1 — TIPOTHO3 MaiOyTHLOTO 3HAYEHHS [T MiKpOCep-
BiCY 5, MOMEHT /..

Jani Bu3Ha4a€eThCs KiJIbKICTh PEILTIK MIKpPOCEPBICiB, sIka HE00XiHa JUIsT 0OOpPOOKH TIPOrHO30BAaHOTO HABAHTAKCHHS Ha
TFOPH3OHTI T, BAKOPUCTOBYIOUH 3HAYCHHS IPOTHO3Y SA/ (o)

CPU, ;. memy;,, . max CPU, iy mem; .y
Laeees

ﬂ\l,(t)n,* (t) =14 max , )

o, -cpu, o, - mem, o, -cpu, o, -mem,
ne oy € [0, 1] — xoedimieHT yTrITi3aIil, KM BU3HAYAE ITHOBUH PiBEHh BUKOPUCTAHHS PECYpPCiB OIHI€T PEILTIKH MiKpO-
cepgica s;; 6, > 1 — KoediIlieHT 3amacy Ha IOMIJIKY IPOTHO3YBaHHS.

Jananii po3paxyHOK 3a0e3medye, 0 KUTBKICTh perutik Oyzne JOCTAaTHBOIO Il 0OPOOKH MPOTHO30BAHOTO HABAHTA-
JKCHHS TI0 000M METPHKaM, KOe(IIiEHT ol JO3BOJISE YIIPABIiHHSA €(PEKTUBHICTIO BHKOPUCTAHHS PECYPCiB, a KOSPIIIEHT G
JI03BOJISIE CIIPABIISITUCS 3 HETOYHICTIO IIPOTHO3Y.

DakTHYHA KUTBKICTh PEILIK 72,(T) 3MIHIOETBCS 3 3aTPUMKOIO BiIHOCHO OaXaHOI KUTBKOCTI 5, (1) 4€pe3 3aTPHMKH
3aIlyCKy HOJIB, TOMY JUIsl ypaxyBaHHS LbOTO SIBHIIIA BUKOPHCTAEMO HACTYITHE PiBHSIHHS:

. _ + -
VEETI, =0+ e =) s (3)
tstart stop
. . . . . start __ °] stop __ °]
e n;; — GaKTUYHA KITBKICTh PEIUTIK MIKPOCEPBICY §; Y MOMEHT f;; d;" = E’d' = ar  SeTPHMKH 3aIyCKY/3yTUHKH
B KpOKaX, BUKJIMKaHI YaCOM 3aIlyCKy/3yTHHKH OJHI€T PEIUTIKH; al+ o grr T34, 0, — KIIBKICTB PETTiK MiKpOCEpBiCa THTIY S,
Sy s=ay

. o dstart dstop .
PpUICHHA IIPO 3anyc1</3yn1/1HKy SIKHUX 6y.l'[0 IIPUUHATO & i KpOKIB Ha3an.
AHajoriyno BPAaxXOBYHOTHCA 3aTPUMKU HiI[ qac 3aIlyCKy YU 3yIIMHKU BipTyaJ'IBHI/IX MalluH:

. _ + -
Vti €T =Viia + ”j!i,dsrarr ”j!i,dsmp > (4)
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txzarz stop
. . . start St
ze y;,— haKTHYHA KiIbKICTh AKTHBHUX BIPTYallbHUX MALIHH ¢; y MOMEHT f;; d™" = A = A 3aTPHMKH 3aITyCKy/
. . . + - . . .
3yIHHKU B KPOKAX, BUKIINKAH] 4aCOM 3allyCKYy/3yIMHKU BIPTYalIbHOI MALIMHM, U, jun T U, . ., — KUIBKICTH BipTyaib-

HUX MAalIUH TUILY ¢;, PILIEHHS [IPO 3aIlyCK/3yIMHKY SKUX Oyl0 IpuiiHATO d*“"/d*"”’ KpoKiB Ha3a.
OOMeskeHHS pillieHb PO 3YNHUHKY PEIUTiK MIKpOCEpBiciB (POPMYITIOETHCS SIK:

Vi, eT,Vs, €S:a,;<n,. %)
CX0XuM 9HHOM (POPMYITIOETHCSI 0OMEKEHHS PIillIeHb PO 3yNUHKY BipTyaJbHUX MAIIHH:
Vt,eT,Ve,eCu;; <y, (6)

aJIaHC PO3MIIICHHS TOMIB MAa€ TapaHTyBaTH, IO IXHE PO3MIIICHHS 30ira€ThCsl 3 3araJbHOK KIUTBKICTIO PEILTiK
MIKpOCEpBICiB:

—n,. %)

pkii

VtieT,VsleS:Zx
J

PecypcHi 0OMexeHHS TOKIMKaHI TapaHTyBaTH, 1[0 CHCTEMa HE BUKOPHUCTOBYE OibIlle OOYMCIIOBAILHUX PECYPCIB,
HIXK HacTpaBi iCHYyE:

vVt eT,Vs, eS,Ve, € C:an,j!i cpu; Sy, cpu; (8)
1

Vi, eT,Vs, €S,Vc, € C:Zn,,j’i -mem; <y, -mem;. )
i

OOMeKeHHS! TIOKPUTTS IONKTY IS 3a/1a4l MTaKyBaHHs 4acTo (POPMYIIOETBCS Yepe3 M’ sike 0OMEKEHHsI JUIsl TOro, abu
3aJIMIIMTH 3371a4y PO3B’SI3HOI0, TOXK OOMEKEHHSI MOXKHA C(hOPMYIIIOBATH HACTYTHUM YHHOM:!

Vt,eT,Vs, €S, =n/, —e, +e,, (10)

Je €, KiIbKICTh HEBUCTAYarOUMX PEILTIK MiKpOCepBica THILy §; Y MOMEHT f;; ¢, KiJIbKiCTh HaUIMIIKOBUX PEIIiK MiKpO-
cepBica THITy §; Y MOMEHT ;.
OCHOBHI XapaKTepPUCTHKN 00’ €KTIB MaIOTh OyTH HEBiJ €EMHUMHU:

Vi, eT,Vs, €S,Nc, eC,Vp, € P,YV, €V in,p, X, 24U, € Z,. (11)

pkii>

Tenep, xomu oOMexeHHs Mozeni Oyo ¢popmaizoBaHO, MOKEMO MEPEHTH 10 OMUCY IITFOBOT PYHKIII1, IKa Ma€ 3MCH-
IIATH BUTPATH Ha OPEH/IY BIpTyaJbHUX MAIINH Ta BPaXyBaTH HETaTHBHI HACIIIKH, OMMMCAHI B KOHLIENTYaIbHi Moaeni,
y Ui mrpadis. OTke, HiapoBa GYHKINS, IO CKIATAETHCS 3 CyMapHUX BUTPAT HAa OPEH/Y BipTyaJbHHUX MAIIHH
MIPOTATOM YChOTO Yacy CIIOCTEPEKEHHS, ITPadiB 3a 3aMyCK/3yNHHKY HOBUX BipTyaJdbHHUX MAIIWH 3a/a4i, Tpadis 3a
3aITyCK/3yMTUHKY HOBUX PEIUIiK MiKpocepBiciB Ta mTpadiB 3a mepeMilleHHs MOiB MiXK BipTyaTbHUMH MaIlllHHAMH, Ma€
HACTYIHUN BUJ!

min(z cost, -y, + Z(}pu;i +Nu, ) + Z((ye}j +oe, ) + ‘HPZ |xp,,”. =X, i D (12)
i.j i.j il Pk

Obwmexenns (3)—(11) Ta mimpoBa pyHKIis (12) copmoBaHi Ha OCHOBI IPUIYIIICHB:

— BCi 9acoBi mapaMeTpH CHCTEMH, TaKi SIK 9ac 3aIlyCKy UM 3yIHHKH PETUTiKKA MiKpocepBica abo BipTyaIbHOI MAIITIHH,
€ LIJIMMHA Ta KPaTHUMH Af;

— IS BCIX THITIB BipTyaJ bHHUX MAIIWH Yac 3aIyCKy 1 3yMTUHKH € OTHAKOBUM;

— BapTICTh BUKOPHUCTAHHS BipTyaJbHOI MAITHA TIEBHOTO THUITY € CTAJIOO JUIS BCiX KJIACiB MPOTATOM yCHOTO TIEPioy
CIIOCTEPEKEHHST;

— T 9ac po3paxyHKy KiTBKOCTI MMOTOYHHMX PEIUIiK MiKpocepBica, 3AaTHUX OOpOOIATH HaBaHTAKCHHS, BPaXOBY-
FOTBCS JIUIIE Ti PETUIiKH, PIIICHHS PO 3YMUHKY SKUX IIe He OylI0 IPUITHATO;

— T 9ac po3paxyHKy KUTBKOCTI aKTHBHUX BIPTYaJIbHUX MAIllUH, HA SIKUX MOXYTh OyTH pO3MIIIEH] ITOIH, BPaXOBY-
FOTBCS JIUIIE Ti BIPTyalbHI MAIIMHU, PIMICHHS PO 3YMUHKY SKUX IIe He OyJI0 MPUHHATO.

BucnoBku

TakuM 9rHOM, B POOOTI 3aIIPONOHOBAHO MiAXi[ 0 MOIENIOBAHHS MPUHHSITTS PIlICHb MO YIPaBIIHHIO PeCypcamMu
MiKpocepBiciB y cepenopumli Kubernetes Ta tuHaMigHOMY BHOOpPY BipTyaJbHHX MAIIWH, SKHA 0a3yeThCS HA MIPOTHO3Y-
BaHHI HABaHTa)KEHH, TMHAMIYHOMY MOZETIOBaHHI Ta bin packing. Bukonano ¢opmartizaliito OCHOBHIX XapaKTEPHCTHK
MpeaMETHOI 00JIaCTi 3 BAKOPUCTAHHSAM MaTeMaTHYHOTO arapaTy Teopii MHOXHH, Ta po3po0iIeHO pOpMaTbHYy TOCTaHOBKY
3a/a49i ONTHMAaIBHOTO YIIPABIIHHS PECypcaMu MIKpOCEpBiciB i BUOOPY BipTyalbHIX MAIIIHH.

3ampornoHoBaHa MOJIENb JJO3BOJISIE TIPOTHO3YBATH MaifOyTHE HABAHTAKEHHS HA CHCTEMY, BU3HAYaTH HEOOXiTHI KPOKH
MacitTaOyBaHHS, aHAJi3yBaTH iXHIM BIUTMB 3 TOYKH 30pYy OMEpaliiHUX BHUTPAT Ta MPUIMATH HAWOUTBII epeKTHBHI
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pitmeHHs o BUOOPY BipTyalIbHUX MAIIUH, HEOOX1THHUX ISl PO3TOPTKH PEILTIK MiKpocepBiciB. Pe3yiasrarn poOOTH MOXY T
OyTH BUKOPHCTAHI y MOJANBIINX JOCITIIKEHHIX Ta PEaIbHAX IMITIEMEHTAIISIX pOo3po0IeHo] Mofeni y mporpaMHe 3a6e3-
TIeYEHHSI, IO TO3BOJIHUTH OKPAIIUTH PiBEHb 0OCITyTOBYBaHHS KITI€HTIB JOAATKIB, TTOOYTOBAaHUX HA MIKPOCEpPBICHIH apXi-
TEKTYpi Ta CKOPOTUTH OTI€PaIiifHi BUTPATH 3aBIJKU MPOAKTHBHOMY MACIITa0yBaHHIO i €(DeKTUBHIIIOMY BUKOPHUCTAHHIO
pecypciB KiIaya-mpoBaiinepis.
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