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DECISION-MAKING HETEROGENEOUS UAV SWARM SYSTEM
WITH NEURAL NETWORK-ENHANCED REINFORCEMENT LEARNING

This article explores how artificial intelligence and automation are significantly impacting unmanned aerial vehicles
(UAVs), moving from traditional roles to versatile applications.

The paper addresses the problem of optimizing the composition of a UAV swarm for efficient task execution by proposing
an expert decision-making system that integrates neural networks and reinforcement learning. This system dynamically
selects the optimal configuration for heterogeneous UAV swarms, in particular, for searching for objects in unfamiliar
terrain. In the experimental phase, an advanced level of system was implemented by combining neural networks and
reinforcement learning, based on role-based and MADDPG algorithms for heterogeneous UAV swarms. Decentralized
information fusion-based swarm decision making algorithm (IFDSDA) is presented to overcome communication obstacles.

The experiment presents a concept for improving heterogeneous UAV swarms using a neural decision network based
on reinforcement learning. The environment is represented by a three-dimensional space with objects to be searched
in random locations. The neural network evolves its decision-making strategy during training episodes, having an
architecture with an input layer that processes information about the UAV's state, hidden layers, and an output layer that
influences the swarm s behavior. The paper describes the process of direct propagation, reward-based weight adjustment,
and the role of the output layer in determining collective actions.

The results demonstrate the effective distribution of UAV types by the swarm based on a neural network, reducing
redundancy and resource waste, thereby increasing overall efficiency. The article highlights the optimal solution obtained
during the experiment, accompanied by a visual representation of the reward results.

Key words: swarm of UAVs, heterogeneous swarm, reinforcement learning, decision-making system, heterogeneous
swarm of UAVs.
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CUCTEMA NNPUMHATTS PILLEHD 3 BAKOPUCTAHHAM HABYAHHS 3 NIJAKPIIJIEHHAM
JJIA KEPYBAHHSA 'ETEPOT'EHHUMMU POAMMU BILJIA

Y cmammi oocnioscyemuvcs, AK wmyyHull inmenexm i agmomamu3ayis Cymmeso 6nAuBaroms Ha Oe3ninomHi 1imanvhi
anapamu (BIIJIA), nepexodsuu 6i0 mpaduyitinux poiel 00 YHIBEepCalbHUX 3ACMOCY8AHb.

Y cmammi eupiwyemovcs npobnema onmumizayii cknady porwo BIIVIA Ona egpexmugnoco 6UKOHAHHA 3A80AHD,
NPONOHYIOUU cUCIeM) NPUIHAMM PilleHb, AKA IHMe2pye HeUPOHHI MepediCi ma HA84aHHs 3 NioKpinaenuam. L]a cucmema
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OuHamiuno obupae Kongizypayiio cemepozennux poie BIIJIA, 30kpema, 05 nouyky 06 ekmie Ha He3HAloMitl Micye8oCmi.
Ha excnepumenmanvnini gpazi 610 6nposadicero 600CKOHAIEHUN Pi6eHb CUCMEMU ULTSXOM NOEOHAHHS HEUPOHHUX MepeiC
i HABUAHH3L 3 NIOKPINIEHHAM, HA OCHOGI pONbogux aneopummie ma aneopummy MADDPG. /[ns nodonanns nepeuroo 36 3Ky
npedcmasgieHutl 0eyeHmpaniz08anull aieopumm NPULHAMMsL PitieHb POEM HA OCHOSE ingopmayitnozo snumms (IFDSDA).

Excnepumenm oemoncmpye nokpawenns pooomu cucmemu cemepozennux poie BIIJIA 3 neliponnoro mepesiceio 0ns
NPUUHAMMSA pilleHb HA OCHOGI HABYAHHA 3 NIOKpinieHuAM. HaexonuwHe cepedosuuje npeocmasieHe MpUuGUMIPHUM
npocmopom 0e 3Hax00Ambcs 00 €Kmu 018 NOWLYKY Yy 8UNa0Ko8ux micysax. Hetlpouna mepeosica po3eusae c8oro cmpameziio
NPULHAIMMSL piulelb NPOMA2OM HABUAIbHUX eni30018, MAOYU apXimeKmypy 3 6XiOHUM WApoM, o 0opobise ingopmayiio
npo cman BIIJIA, npuxoeanumu wapamu, i BUXiOHUM WAPOM, WO 8NIUBAE HA NOBEJIHKY poio. ¥ cmammi onucano npoyec
NpSIMO20 NOWUPEHHS, KOPUSYBAHHSL 842 HA OCHOBI BUHAZOPOOU MA POllb BUXIOHO20 WAPY Y BUSHAYEHHI KOTEKMUBHUX OFl.

Pezynomamu demoncmpyioms egpexmusnuti po3noodin poem munie BIIJIA na ocnogi netiponnoi mepeoici, 3meHueHHs.
HaOMIpHOCMI Mma 6mpam pecypcis, mum Camum niOSUWYIOYU 302AIbHY epeKmUsHICmy. Y cmammi 8uceimieHo piuieHHs,
ompumane 8 Xo0i eKCnepuMeHmia, wo Cynpo8oON*CYEMbCS GI3YANbHUM NPEOCMABLEHHAM Pe3)IbmMamis.

Kniouosi cnoesa: pini BIIJIA, cemepocennuii pi, HAGYaHHA 3 NIOKPINIEHHAM, CUCMEMA NPUUHAMMS pilieHb,
eemepozennuii piti BITJIA.

Introduction

In the field of robotics, the convergence of Al and automation has catalyzed remarkable transformations in the
capabilities of UAVs. Originally confined to roles such as remote sensing and surveillance, UAVs have evolved into
multifaceted platforms with applications spanning diverse industries [1]. This evolution has been characterized by
breakthroughs that have shattered traditional limitations and paved the way for innovation.

Among these advancements, the emergence of UAV swarms has been particularly intriguing. A departure from
single-UAV approaches, swarm technology harnesses the collective power of multiple drones operating harmoniously
to accomplish tasks previously deemed infeasible. Drawing inspiration from nature’s collective behaviors, such as bird
flocks and insect colonies, UAV swarms exemplify the strength in unity [2]. But the question arises if the system would
work better with some decision-making tool to select the best setup of the consisting elements of the heterogencous UAV
swarm.

Description of the problem

In the usage of heterogeneous UAV swarms, a common issue appears to be solved. There is a need to find the optimal
number of each type of available UAV to perform the task the most efficient way. Solving this problem can be difficult and
making calculations every time can be time-consuming. The solution would be to create a decision-making expert system
over the neural network that is controlling the UAVs that would be able to find the optimal set of UAVs for a given task.
In this article there was an attempt of finding a proof of concept of having this expert system on a simple but common task
on searching objects in unknown area by heterogeneous UAV swarms.

Elevating Swarm Efficiency via Neural Networks and Reinforcement Learning

In a bid to optimize the potential of UAV swarms, the experiment in the article uses an additional layer of sophistication.
This method has been already used in other experiments [3], but not yet in UAV swarms. Building upon the foundation
of heterogeneous UAV swarms, an advanced layer is injected into the equation: the fusion of neural networks and
reinforcement learning. The goal is clear — to construct a system capable of intelligently distributing distinct UAV types
within the swarm, orchestrating their collaboration to achieve optimal performance for specific tasks.

Heterogeneous UAV swarms

There are already researches on the topic of heterogeneous UAV swarms [4]. The proposed role-based MADDPG
algorithm is the base of this research. It not only enables the tracking of multiple targets but also fosters exploration
for undiscovered targets via a Voronoi-based rewarding policy. The algorithm’s effectiveness is demonstrated through
comprehensive implementation, testing, and validation in a simulation environment. Following this, the approach is
assessed using a real-world multi-robot system featuring micro drones.

For the experiment the Python gym library was used. This library was created by OpenAl Company. And it has one
advancement in comparison between the other methods — it has the possibility to add custom environments [5].

Decentralized decision-making algorithm

The study [6] introduces the Information-Fusion based Decentralized Swarm Decision Algorithm (IFDSDA) for
coordinating UAV swarms in situations of communication interference or failure. Each UAV uses a monocular camera to
perceive the area ahead, and the IFDSDA employs an information fusion strategy to integrate communication and visual
perception data. This enables UAVs to effectively utilize different information in the absence of communication. The
decentralized swarm decision module, controlling each UAYV, generates heading orientation based on the fused information
and basic action rules. Weight parameters for the combination are optimized using a heuristic genetic algorithm offline.
Simulations demonstrate the proposed method’s effectiveness, scalability, and robustness compared to the ISOA method
and its variant. The study [6] aims to reduce swarm dependence on network communication and enhance adaptability in
complex battlefield environments.
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Large-scale UAV swarms have diverse applications, including express logistics, agricultural plant protection,
emergency relief, and reconnaissance. Collaborative decision-making is vital for autonomous UAV swarms, often relying
on centralized or decentralized control with wireless communication. However, these approaches face limitations due to
interference or unreliable data links. Decentralized swarm decision models assume ideal communication, but they become
inefficient during communication outages. The study [6] addresses this issue by proposing the IFDSDA, focusing on
decentralized swarm decision-making under communication interference.

The research landscape involves improving communication network invulnerability, exploring novel swarm decision-
making mechanisms, and compensating for UAV perception in failure cases. The IFDSDA contributes by presenting:

e a decentralized algorithm composed of information fusion and decision-making processes, enhancing swarm
scalability without global information dependence;

e an information fusion strategy integrating communication and visual perception data, increasing swarm reliability
and adaptability;

e macro-level swarm behaviors generated through basic action rules, allowing flexibility and optimization through
a genetic algorithm;

e simulation validation of IFDSDA’s effectiveness, scalability, and adaptability in collision/obstacle avoidance and
area search missions.

Experiment Setup

This experiment introduces an elevated setup, augmenting the conventional heterogeneous UAV swarm with a
decision-making neural network with reinforcement learning. This neural network acts as the conductor, directing the
swarm’s synergy and evolution based on acquired knowledge.

Environment Formation.

An environment is designed to challenge the swarm’s abilities in a search for object groups within an unknown area.
This controlled environment mirrors real-world complexities, providing a testing ground for the enhanced swarm. During
the experiment, the environment consists of a number of objects the agents have to first find, and then continue following
until the time of the experiment ends.

The environment consists of a 3 dimensional field in 100x100x100 area and N objects in random placement, where
N — the number of UAVs used in the experiment.

Heterogeneous UAV Compositions.

This diversity empowers the swarm with a versatile skill set that can tackle multifaceted challenges. The system
consists of two different types of agents with one of them being slower (slower max speed) but with the ability to detect
objects faster (from a bigger radius) and the second with these parameters reversed.

Neural Network Architecture.

To steer the swarm’s actions intelligently, a neural network was added. Guided by reinforcement learning algorithms,
the network takes into account each UAV’s state and steers the swarm towards actions that maximize rewards within the
environment. Over time, the network evolves, adapting its decision-making strategy to optimize outcomes. The decision-
making strategy is also built as another layer of a neural network to determine which setup of UAV agents would be the
best solution for the given scenario.

Algorithm Structure

The algorithm governing the training of the heterogeneous UAV swarm, empowered by neural networks and

reinforcement learning, can be outlined as follows:

begin

init_state = initialize the UAV environment

params = define reinforcement Llearning parameters

decision_params = define reinforcement Learning parameters of the decision making layer

model = define neural network model, 1including the values that state the type of
objects in the swarm

metrics = define metrics

N = number of episodes
T = number of timesteps
S = number of UAVs in the swarm

for training_episode = @ to N do:
environment = init_state

reward = 0

for time_step = 06 to T do:

for i = 0 to S do:
observe_current_state(UAV[i])
set_next_decision(UAV[i])
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endfor

environment = next_step(model, environment)

reward = calculate_reward(environment)

update_network(model, params, reward)

endfor

record_metrics_for_episode(reward, training episode, metrics)
update_decision_Llayer(model, decision_params, reward)

endfor

create_diagram(metrics)

end

Neural Network Architecture

The neural network that drives the decision-making process within enhanced UAV swarm is structured to extract and
process relevant information from each UAV’s state. This information is used to determine the most suitable action for
the swarm as a collective entity.

Let’s look at the neural network architecture in more detail.

Input Layer.

The input layer of the neural network accepts the state information of each UAV as input. Let s, denote the state of
UAV i, which includes attributes such as the UAV’s position ( p, ), sensor data ( sd; ), communication status (cs, ), and
task-specific cues (7c; ). Mathematically, the input to the neural network’s input layer can be represented as:

Input, =[p,,sd,,cs,,tc,].

Hidden Layers.
The neural network consists of multiple hidden layers that process the input data, extracting features and patterns that
influence decision-making [7]. Each hidden layer contains neurons interconnected through weighted connections. The

activation of a neuron ; in layer / (aﬁ./)) is computed using the weighted sum of inputs (z_(/.')) and an activation function

(o). For a given neuron ; in hidden layer /, the calculation is:

0D

zﬁ./) = Zco(/l) * al.(H) + bj(,[) R
i=1

where a_(’) = c(z‘(/)) s

j
0)5.? — weight parameter of a given layer,

(1) . . .
b}’ —bias parameter for the given hidden layer [8].

Forward Propagation.

Moving forward the system adjusts the weights of the network’s connections based on the collected rewards (7, )
and experiences, facilitating learning. The adjustment process, guided by reinforcement learning algorithms, aims to
maximize cumulative rewards over time. The reward is based on the number of UAVs that are near the searchable object
and is decremented based on the UAVs that are not near any object. The weight update rule for a connection between
neuron j inlayer / and neuron £ in layer /+1 can be expressed as:

Aoll) = akall 5

k

where 8! = oL ,
aZIElH)
L —loss function,

z,((”l) — intermediate neuron value, on neuron & in layer (l + l) . Itis calculated from the weight, bias and neuron value
of the previous layer.

The weight and bias parameters are updated by subtracting the partial derivation of the loss function with respect to
those parameters [9].

Output Layer.

The final layer of the neural network produces the output action for the swarm. This action guides the collaborative
behavior of the UAVs, directing them toward the most beneficial actions within the environment. Let g, represent the
output action for UAV i, which influences the swarm’s collective behavior.

The neural network evolves through training episodes as the swarm engages in tasks. The adaptation of its decision-
making strategy occurs as the network learns from experiences and refines its approach, culminating in optimal
performance based on the task’s requirements.
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Insights from Results

The neural network-fueled swarm aptly distributes different UAV types based on the task’s demands. This dynamic
allocation enhances the swarm'’s effectiveness, facilitating efficient task completion in diverse scenarios.

The neural network-orchestrated swarm demonstrates heightened efficiency in task execution. Its ability to make
intelligent decisions on optimal UAV selection curtails redundancy and resource wastage, thus amplifying overall
efficiency.

The results of the experiment showed that the best solution for the given scenario was the one with 2 slow types of
agents and 3 faster ones. To prove the concept a new experiment was conducted, where all the different possible scenarios
were tested with the combination of 5 drones consisting of different types. The results of the reward are in the picture
below (Fig. 1) proving the best solution with 2 slower agents (called planes in the picture).
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Fig. 1. Rewards of the system for different setup of the swarm

Conclusion

The dynamic environment of UAV swarms evolves further as neural networks and reinforcement learning converge.
The outcomes of the experiment reverberate with practical implications, as it gives the proof of concept of a system that
would be able to choose the best approach of existing UAVs to maintain the fastest and most efficient result. The fusion
of neural networks and reinforcement learning to optimize heterogeneous UAV swarms underscores the essential role
of Al techniques in fully exploiting the potential of collaborative aerial systems. As industries embrace swarm-based
technologies, the ability to dynamically allocate resources within the swarm broadens horizons for efficiency gains and
refined task accomplishment.

Upcoming research could explore scenarios such as dynamic environments, varied task distributions, and real-
time decision-making complexities. Exploring mechanisms to integrate external data sources into the decision-
making process could further augment the swarm’s capabilities. Adding the more advanced physics of the flight
with some dynamic changes of the environment would be the way to better imitate the real world, getting the
experiment to the new level. Other way of advancing the experiment could be creation of an algorithm of adding
new types of UAVs to the list during the experiment and making possible to add additional UAVs to the swarm in
the middle of the process.
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