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COMPARISON OF CLASSICAL AND QUANTUM COMPUTING FOR PARTICLE
SWARM OPTIMIZATION

The article explored and delved into the advanced computational strategies of Particle Swarm Optimization (PSO)
by contrasting classical and quantum computing paradigms. The advantages of quantum computing lie in its potential
to solve computationally complex problems exponentially faster than classical computers. One of the advantages of
Particle Swarm Optimization is its ability to find optimal solutions in complex search spaces. The research centers
around the performance of PSO algorithms, as a part of the biological swarm optimization algorithms, when applied
to a set of single-objective optimization functions, namely the Sphere, Rosenbrock, Booth, and Himmelblau functions.
Utilizing a controlled setup of 100 particles, iterating 100 times across various dimensions tailored to each function,
our study reveals that quantum Particle Swarm Optimization, implemented via Q# programming language and tested in
Azure Quantum Workspace, consistently surpasses classical PSO in precision and convergence to global minima, despite
the increased computational demands and error sensitivity inherent to quantum computations. The classical approach
facilitated through Python programming language and leveraging deterministic pseudorandom number generators
demonstrates robustness and lower computational costs but does not achieve the quantum's level of accuracy. The paper
highlights the potential of quantum PSO to achieve superior optimization results in scenarios with smaller datasets and
less complex problem spaces, paving the way for future applications where quantum advantages can be fully realized.
The analysis goes further to discuss the implications of these findings for the future of optimization in various industries,
including logistics, engineering, and finance, where optimization plays a critical role. The potential of quantum Particle
Swarm Optimization to achieve superior optimization results in scenarios with smaller datasets and less complex problem
spaces is particularly notable. It suggests that quantum computing could soon transform the landscape of computational
optimization, providing solutions that are not only quicker but also more accurate.
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MOPIBHAHHA KJIACUYHOI'O TA KBAHTOBOI'O OBUUCJEHHS JIJISAA PSO ONTUMI3AIIII

Y ecmammi docniosiceno ma demanvHo onucano nepedosi 0OUUCTIOBATIbHI cmpame2ii OnmuMi3ayii poio 4acmuHoOK
(Particle Swarm Optimization, PSO), nopigurorouu ix 3 KiacuuHumu ma K8aHmosumu napaouemamu oouuciens. OOHie
3 nepeeaz onmMuMizayii porw 4AcCMUHOK € ii 30amHicmsb 00 3HAXOONCEHH ONMUMATbHUX PIleHb 8 CKIAOHUX NPOCMOPAX
nowtyky. Jlocnioxcennsi 30cepedicene na nepesipyi egpexmusnocmi ancopummis PSO, sx wacmunu 6ionocivnux areopum-
Mie onmumizayii poro, 3acmocosanux 00 Habopy oOHOYINbLOBUX QYHKYIlL onmumisayii, a came @ynxyit Cepa, Poseno-
poxa, byma ma Ximmenvbnay. Buxopucmogyrouu konmponvogane narawmysants 3 100 vacmunkamu, wjo imepyromscs
100 paszis no pizHux umipax, adanmosanux 00 KONCHOI QyHKYIL, 00CHIONCEeHHsT NOKA3YE, Wo Keanmosuu memoo PSO,
peanizoeanuti 3a 00NOM020t0 Mo8u npocpamysanns Q# ma nepesipenuii 6 Azure Quantum Workspace, nocmiiino nepegep-
wye knacuunuil PSO 3a mounicmio ma 30icnicmio 00 2106anbHUX MIHIMYMI6, He38adHCalouU Ha 30inbueHT 00UUCTIOB8ANbHI
sUMPAMU MAa YYMAUSICMb 00 HOMUILOK, SIKI NPUMAMAHHI K6AHMOSUM 00uucieHHsam. Knacuunuil nioxio, peanizosanuil 3a
00noMO2010 MOBU npozpamysans Python ma eukopucmanus eusnayenux 0emepmiHiCmutHux ncee008UNAOKOGUX 2eHe-
pamopis uucen, 0eMOHCMPYE CMIUKICIb MA MeHWI 00YUCTIOBANbHI 8UMPAMU, ale He 00CA2A€ PIGHS MOYHOCI KE8AH-
mogoeo nidxody. Y cmammi 3asnauvaemovcs nomenyian k6anmogozo memooy PSO 01 docaenenns uuux pe3yivimamie
onmumisayii 8 CYenapiax 3 MeHWUMU HAOPAMU OAHUX MA MEHUL CKIAOHUMU NPOCMOopamu npobaem, GIOKpUSAIoUU WLIax
0151 MAUOYMHIX 3ACMOCY8AHb, O nepeazit KEAHMOBUX 0OYUCTEHb MONCYMb OYMU NOGHICIIO Peaniz08ani. AHANI3 MAaKoic
PO32N110A€ HACHIOKU YUX BUCHOBKIG OJIsi MAUOYMHbOI ONMUMI3QYIl Y PISHUX 2AY35X, GKIIOUAIOUU JIOZICIMUKY, [HHCEHEPIIO
ma ¢inancu, oe onmumizayis gidiepac gasxcaugy poib. Ocobnugo 8aNCIUBUM € NOMEHYIAL K8aHMo8o2co memody PSO
07151 O0CACHEHHsL GULYUX Pe3YIbIamie ONMUMI3ayii 6 CYeHapisx 3 MeHWUMU Habopamu OaHUX ma MeHul CKIAOHUMU NPO-
cmopamu npobnem. Lle ceiouums npo me, wo K6AHMOSI 004UCTIEHHA HEe3A0aAPOM MONHCYMb MPAHCHOPMYSAMU TAHOWADM
004UCTII08ANLHOT OnMUMI3aYil, HaoaYu pilieHHs, AKi He auule WeUOKI, ane Ui Oilbu MOYHI.

Knrwwuoei cnosa: xeanmosi obuucnenns, PSO, Q#, onmumizayis, memaespucmuka, mosa npocpamysanus Python.
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Introduction. Problem statement

Nowadays the art of development is constantly searching for new computational capabilities since regular silicon
processors are becoming limited to complex computational problems, and for that humanity has created supercomputers
[1], which will be working for some time until the rising era of quantum computing, or non-deterministic approaches.
Classical metaheuristic algorithms are widely used for solving and improving optimization problems [2] where the
deterministic optimization methods are taking a significant amount of time due to the “local traps” and their ability to
extend the search space. Quantum data processing is based on the rules of quantum mechanics such as superpositioning and
entanglement using a basic unit of information called a qubit, which could be 0 or 1, or both due to the superposition and
the scalability by adding more qubits increasing exponentially, but the error in quantum computing diverges significantly
due to the fundamental differences in how these systems process and store information.

Classical computers might have:

* hardware failures such as overheating, physical damage, or electronic failures can cause bit flips or crashes;

* software errors, and bugs, in programming can lead to crashes, incorrect outputs, or security vulnerabilities;

» external electromagnetic interference or power surges can disrupt operations or damage components;

* data transmission errors during data transfer, bits might be flipped due to noise or signal degradation, typically
addressed using error-detection and error-correction codes like parity bits, checksums, or more complex algorithms like
CRC (Cyclic Redundancy Check);

Classical errors can often be deterministically detected and corrected using well-established techniques like redundancy,
error correction codes, and rigorous testing frameworks. On the other hand errors in quantum computers include:

* decoherence is the loss of quantum coherence wherein the system's quantum states due to unavoidable interactions
with the environment (like thermal noise) lose their quantum behavior, essentially becoming classical. This is the primary
source of error in quantum systems and severely limits the time over which quantum information is being processed,;

* measurement errors in quantum computing can be error-prone, partly because they can be non-deterministic. A qubit
in a superposition of states does not always yield the same measurement result;

* qubits are extremely sensitive to quantum noise and interference. This includes electromagnetic waves, temperature
fluctuations, and material imperfections, all of which alter the state of a qubit unpredictably.

This article aims to analyze and compare a basic metaheuristic algorithm called PSO in classical and quantum
representation for the test functions for single-objective optimization.

Analysis of recent research and related works

Algorithms were developed using Python and Q# technologies utilizing classical and quantum representations of the

PSO. Explanation of the particle swarm optimization algorithm (Fig. 1).

Fig. 1. PSO algorithm [3]

The Particle Swarm Optimization (PSO) algorithm, introduced by Kennedy and Eberhart [4], is a method for finding
optimal values of continuous nonlinear functions and is an evolutionary computation technique inspired by natural social
behaviors observed in swarms, bird flocking, and fish schooling. In PSO, each solution is conceptualized as a “particle”
moving through the search space, where each particle has both a velocity and a position.

This algorithm updates the position and velocity of each particle based on its own experience as well as the experience
of its neighbors. Each particle tracks the best position it has found, known as the personal best (py.), and the best position
found by the entire swarm is recorded as the global best (gj.). Utilizing these values, pbest and gbest, PSO iteratively
adjusts the velocities and positions of each particle to search for optimal solutions.
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The steps of the algorithm are outlined in detail below.

1. Initialize the swarm

Each particle i is initialized with a random position x; and a random velocity v; within the search space. The initial
positions and velocities can be randomly generated as follows:

xi ~ Uniform{xmin, xmax), vi ~ Uniform(vmin, vmax) )

2. Evaluate fitness

The fitness of each position X, is evaluated based on the objective function f (X;). The objective function is problem-
specific and determines the quality of each position.

3. Update ppes

For each particle, if the fitness of the current position is better than the fitness of its personal best position Ppest..,
then update py., :

_ f; lf f(f:) < f(pbsst)
Phbestr = S (2)
Phest otherwise

4. Update gpeq
If the fitness of the current position of any particle is better than the fitness of the global best position Fpest.:,
update g

g—‘ — )C_; "‘f f(fa‘) < f(gbsst) (3)
best. bast otherwise
5. Adjust velocity and position for each particle
1?;(t+1] = W‘LT!!: + cin (pbsst.i - E) + CaTs (gbgst.i - E) (4)
xft“j _ Zt‘ + 1?!(t+ 1) (5)

where:

w is the inertia weight that controls the influence of the previous velocity;

¢, | and c; | are the cognitive and social coefficients, respectively;

r; | and r, | are random numbers uniformly distributed in [0,1], providing stochasticity.

6. Repeat

Steps 2-5 are repeated for a predetermined number of iterations or until a convergence criterion is met.

This structured approach enables PSOs to efficiently explore and exploit the search space, leading to the discovery
of optimal or near-optimal solutions.

Research data

The selected 4 general testing functions will be executed on the cloud environments using tools Azure Quantum
Workspace for the Q# and Jupyter Notebook for the Python implementation.

The main difference in the algorithm implementation will be a randomization function, since in Python will be used
a NumPy library random function which works as module which contains two interfaces of pseudorandom number
generators (PRNGs):

1. random uses the Mersenne Twister PRNG [5], which is not cryptographically secure;

2. SystemRandom uses either the /dev/urandom file on POSIX systems [6] or the CryptGenRandom() function on
Windows NT systems, both are Cryptographically secure PRNGs [7].

On the other hand the Q# random implementation requires the use of qubits with applied Hadamard gate (H) to
transform the basis states |0) and |1) into superpositions and forcing a qubit to “choose” one of its basis states.

operation QuantumRandomDouble(min : Double, max : Double, nQBits : Int) : Double {

use qubits = Qubit[nQBits];

ApplyToEach(H, qubits);

let results = MResetEachZ(qubits);

let power = IntAsDouble(1 <<< nQBits);

let decimal = IntAsDouble(ResultArrayAsInt(results)) / power;

return min + (max - min) * decimal;

}

Steps in depth:

1. Qubit Allocation

use qubits = Qubit[nBits];

Quantum Principle: in quantum computing, data is represented by qubits instead of classical bits. A qubit is a quantum
system that can exist in a superposition of 0 and 1 states, unlike classical bits, which are definitively 0 or 1.
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Operation: this line allocates nQBits qubits. Initially, each qubit is in the state |0).

2. Applying the Hadamard Gate

ApplyToEach(H, qubits);

Quantum Principle: the Hadamard gate (H) is a fundamental quantum gate that transforms the basis states |0) and |1)
into superpositions. Specifically, it maps |0) to M and |1) to M

Operation: this line applies the Hadamard gate to each qubit. The result is that each qubit is put into a superposition
of |0) and |1), effectively randomizing its state. This means each qubit now has a 50% probability of being measured as 0
and a 50% probability of being measured as 1.

3. Measurement and Reset

let results = MResetEachZ(qubits);

Quantum Principle: measurement in quantum mechanics forces a qubit to “choose” one of its basis states. According
to the Copenhagen interpretation [8], the act of measuring a quantum state causes its wave function to collapse to one of
the own states of the observable being measured.

Operation: this function measures each qubit on the computational (Z) basis, where the superposition state collapses
to either |0) or |1) based on the probability amplitude of each state. The MResetEachZ operation also resets the qubits to
|0) after measurement, making them ready for reuse. The results are an array of classical bits reflecting the outcome of
each quantum measurement.

Research results

In this study, the computational experiments were designed to evaluate the performance of both classical and quantum
Particle Swarm Optimization (PSO) algorithms across a range of benchmark functions. The experiments utilized
a consistent setup involving 100 particles, which iterated 100 times to optimize the given objective functions. The
dimensionality of the search space varied depending on the function being tested: for the Sphere and Rosenbrock functions,
the algorithms operated within a five-dimensional space. This higher dimensionality allowed for a comprehensive
assessment of the algorithms' capabilities in handling complex, multi-dimensional landscapes, which are typical in many
real-world optimization problems. Conversely, for the Booth and Himmelblau functions, the experiments were conducted
in a two-dimensional space. This setup was chosen because these functions are naturally defined in two dimensions and
are commonly used to benchmark optimization algorithms' performance in a more visually interpretable manner. This
dimension-specific approach ensured that each function was tested under conditions that best reflected its typical use cases,
thereby providing insights that are both relevant and applicable to typical scenarios encountered in optimization tasks.

Table 1
Test functions and results
Name Function Classical Quantum Global minimum
Sphere function 1.012+»107%° | 1.552+ 107" f0,.,00=0
Rosenbrock 2.274+107 | 4781+ 1072 FU1,..,1)=0
function -
Booth function fle,y)= (x+2y—77+(2x+y—75)° 1.077+1072° | 2,893+ 107* f(L,3)=0
) i f(3,2) = 0f(—2.805118,3.131312) = 0
E;“;?;llbla“ s Floy) = (X4+y—117+(x+y2—7)% | 2551+ 10 | 3.076+ 102 F(—3.779310,~3.283186) = 0
F(3.584428,—1.848126) = 0

The comparative analysis of classical and quantum PSO implementations on single-objective functions reveals distinct
performance characteristics, particularly when evaluated with a small sample size. In scenarios involving 100 particles,
100 iterations, and 5 dimensions, the quantum approach consistently outperforms its classical counterpart across various
benchmark functions.

Performance Summary:

Sphere Function: Quantum PSO achieved a significantly closer approximation to the global minimum, registering a
result of 1.552 * 1077, compared to 1.012 * 107! by the classical PSO.

Rosenbrock Function: Here too, quantum PSO showed superior performance with 4.781 * 1072, versus 2.274 * 10!
for the classical method.

Booth Function: Quantum optimization delivered an exceptionally precise result of 2.893 * 1024, substantially better
than the 1.077* 107 by classical PSO.

Himmelblau's Function: Quantum PSO achieved 3.076 * 102, improving upon the classical PSO’s 2.551 * 1072,
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Conclusions and further work

While the quantum approach demonstrates enhanced efficacy in locating optimal or near-optimal solutions for small
sample sizes, it faces scalability challenges. With larger samples, quantum PSO requires exponentially more time and
incurs higher computational costs. In contrast, the classical PSO, though sometimes less accurate, maintains a lower
computational cost and exhibits a reduced likelihood of error, making it more scalable and reliable for larger or more
complex datasets.

These findings suggest that quantum PSO is particularly advantageous for small-scale or precision-critical optimization
tasks where the quality of the solution is paramount and resources are sufficient to support higher computational demands.
For broader or more resource-constrained applications, classical PSO remains a viable and effective option.
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