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MICROSERVICE ARCHITECTURE FOR CYBER-PHYSICAL SYSTEMS

Cyber-Physical Systems connect the physical and digital worlds. They are composed of hardware connected to the
physical world, software, and potentially other types of systems. They are utilized across various industries, including
robotics, healthcare, smart cities, automotive, industry, and space. These systems are very complex to design and imple-
ment. Cloud computing technologies provide an excellent environment for the Cyber-Physical Systems software and
tools for maintaining and scaling the infrastructure. One of the main challenges is how to design cloud systems properly
for Cyber-Physical Systems. Currently, microservice architecture is broadly used for software in the cloud. At its core,
Microservices provide flexibility, availability, scalability, and independence of modules, as well as agile development and
deployment processes. These advantages are well-aligned with the needs of Cyber-Physical Systems.

However, many challenges still exist in implementing a microservice architecture for Cyber-Physical Systems. The
challenges include complex distributed system networking, real-time data processing, microservice software architecture,
microservice availability, and reliability of the system components. This paper provides a study whose primary goal is
to give the main microservice architectural principles and patterns used, summarize the advantages and challenges, and
improve the knowledge of the microservice architecture used for Cyber-Physical Systems. At first, a literature review of
modern research papers was conducted. Then, each paper was analyzed. A summary of all selected research papers was
produced. The results and conclusion sections deliver the summaries and give future research directions.
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MIKPOCEPBICHA APXITEKTYPA JUIA KIBEPOI3UYHUX CUCTEM

Kibepgpizuuni cucmemu 3’eonyromo izuunuil i yugposui ceimu. Bonu cknadaromucsa 3 anapamuoeo 3abe3neuen-
H5l, N8 A3AH020 3 QI3UYHUM CBIMOM, NPOSPAMHO20 3a0e3neyenHs ma, MONCIUGO, THWUX Munie cucmem. Bonu suxopuc-
MOBYIOMbCAL 8 PI3HUX 2ANY3AX, BKAIOUAIOYU PODOMOMEXHIKY, OXOPOHY 300p08 s, pO3yMHI Micma, asmomobinedy0y8anHs,
npomucaogicms i kocmoc. Lfi cucmemu dysice cknaoui 6 npoexmyeanni ma peanizayii. Texnonoeii xmapuux oouucieHs
3abe3neuyiomos 4yoose cepedosuiye 0 NPOSPAMHO20 3a0e3neyens ma iHcmpymenmis Kibepgizuunux cucmem 05 nio-
mpumku ma macwmaoysanna ingpacmpykmypu. Oona 3 20106HUX NPOOIEM NONASAE 8 MOMY, K NPASUTLHO NPOEKMY6a-
mu XxmapHi cucmemu 0 Kibepghizuunux cucmem. B 0anuil uac MikpocepsicHa apXimeKmypa wupoKo 8UKOPUCMO8YEMb-
¢l O NPOSPAMHO20 3a0e3nedentss 8 xmapi. 3a c8o€i0 cymmio MiKpocepgicu 3abe3neuyioms eHyuKicms, 00CHynHicmb,
Macumaboeanicms i He3aNeNHCHICHb MOOYI8, A MAKOIC 2HYUKi npoyecu po3pobku ma poszopmanns. Li nepesazu d0obpe
V320001CYIOMbCsL 3 nompebamu Kibep@izuuHux cucmem.

Oonaxk 6ce we ichye 6azamo npobiem y 6npoSaAONCeHHi MIKPOCepGiCHOI apximekmypu 05t Kibep@izuuHux cucmem.
Buxauku exniouaioms CKAao0Hy po3nooileny mepexcy cucmemu, oOpooKy 0aHux y peanbHOMy Haci, MiKpocepsicHy apxi-
MeKNypy NPOSPAMHO20 3abe3neueHHs, O0CHYRHICMb MIKPOCep8icie ma HAOitiHicMb KOMNOHeHMI8 cucmemu. Y yiti cmam-
mi npeocmagneno 00Cai0NCeH s, OCHOBHOIO MEMOIO SIKO20 € HABEOEHHS OCHOGHUX NPUHYUNIE MA WADIOHI8 NPOEKMYEAaH-
Hsl MIKPOCEPGICHOI apXimekmypu, w0 6UKOPUCMOBYIOMbCS, Y3a2albHEeHHs nepedas ma npoodiem, a maxolc NOKpaujeHHs
3HAHb NPO MIKPOCEPBICHY apXiMeKmypy, wjo GUKOPUCIOBYEMbCA 04 Kibepisuunux cucmem. Cnouamky 0ye nposedenuil
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02710 imepamypu cy4achux Haykogux pobim. IMomim 6yna npoananizoeana koscna poboma. Iliocomoseneno pesome
6Cix subpanux naykosux podoim. Po3dinu 3 pesyromamamu ma UCHOBKaMU MICMAMb NIOCYMKU ma O0aiomsb nooarbuli
HAanpsimMKu Q0CIIONHCEHD.

Knrouosi cnosa: xmapui oouucnenns, kibepgizuuni cucmemu, inoycmpis 4.0, inmepruem peueti, Mikpocepsicu.

Introduction

Combining digital technologies with physical processes has created a complex and dynamic domain called cyber-phys-
ical systems (CPS) [1]. These systems bring together computation, networking, and physical processes. Within these
systems, embedded computers, networks, and cloud computing systems monitor and control the physical processes [1].
Feedback loops enable the physical processes to impact computations and vice versa [1]. CPS includes industries such as
autonomous vehicles, healthcare, robotics, industrial automation, green technologies, smart cities, and space technology
[1]. Cyber-physical Systems often operate on a scale that demands dynamic resource allocation and reallocation [1].

Cyber-physical systems (CPS) have been extensively researched, focusing on integrating physical and computational
processes [1]. However, the combination and use of Microservice Architecture (MSA) for CPS is still being explored [2].
While CPS is significantly explored in the context of embedded devices, physical processes, real-time data processing,
and system responsiveness, these insights have not been fully applied to the development and optimization of MSA [2].

Cyber-physical systems (CPS) and Microservice Architecture (MSA) share similar architectural pros and challenges.
MSA decomposes applications into more minor, independent services [2][3]. Each service can be developed, deployed, and
scaled independently [2][3]. By aligning the principles of CPS and MSA, industries can leverage each other’s strengths to
develop more efficient systems [1][2]. It’s a paradigm shift that promises to effectively address the challenges of building
complex, scalable, and adaptable software systems [4]. Adopting DevOps practices is also crucial in microservices and is
very usable for building CPS [6]. DevOps practices enable rapid development and deployment cycles, allowing for swift
adaptation without extensive downtime or overhauling the entire system [6]. Testing CPS in another exciting direction
that provides better validation of the results [7].

Existing MSA architectures, design patterns, and technologies evolve from the design and development of cloud
systems, for example, for banking, finance, healthcare, streaming, automotive, and entertainment [2; 3]. However, CPS
provides an additional layer of complexity, real-time or near-real time processing, big data, and chaotic physical processes
[1]. More analysis, testing, and validation are necessary to adapt the microservice architecture for CPS [2].

This paper aims to analyze modern approaches to microservice architecture that are applied to CPS systems to find
challenges, drawbacks, and places for improvements. This paper reviews research papers about CPSs that use microser-
vice architecture. Then, challenges, drawbacks, pros, and cons are defined. A summary is presented based on the micros-
ervice architecture analysis of different papers. The summary is the basis for the further study of the microservice patterns
and approaches used in CPS systems. After analyzing the results, a plan for further improvements is defined.

Research questions

This chapter outlines the key research questions for this study on Microservice Architecture (MSA) in Cyber-Physical
Systems (CPS). The paper delves into the present conditions, challenges, uses, and future possibilities of MSA in CPS,
focusing on microservices’ design patterns and qualities. A literature search and review provide a foundation for this
research. The first research question answers what microservice resilience, reliability, and availability architectural pat-
terns are used in Cyber-Physical Systems (RQ1). The second research question addresses the gaps, challenges, and draw-
backs of the presented microservice architectures for CPS by completing a thorough analysis of the selected papers
(RQ2). The final result of this paper is a summary of reviewed research papers, as well as defined patterns and drawbacks
of MSA for CPS.

Materials and methods

This research paper was conducted to answer the research questions related to integrating Microservice Architecture
(MSA) within Cyber-Physical Systems (CPS). The research questions were formulated to provide a structured and com-
prehensive approach to understanding MSA’s current landscape, challenges, applications, and prospects in the context of
CPS.

The literature search used electronic databases, including Google Scholar, ACM Digital Library IEEE Xplore,
ScienceDirect, and Springer Link. Only available and open-access research papers are selected for this research. The search
was limited to articles published between 2022 and 2024 and only included articles in English.

The inclusion criteria for the articles were that they should be peer-reviewed, provide relevant insights into the research
questions, and be published in high-quality academic journals or conference proceedings. The exclusion criteria were
articles irrelevant to the research questions, articles not peer-reviewed, or articles not published in high-quality academic
journals or conference proceedings.

Exclusion criteria were defined to ensure a finite number of results. Excluded items are short papers with less than
four pages, papers without available full-text, papers not published in English, published before 2022, not peer-reviewed,
and duplicated papers.
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The articles that met the criteria were reviewed, and the relevant information was extracted. The extracted data was
then analyzed and synthesized to answer the research questions.

The data analysis was conducted using a thematic analysis approach. The extracted information was grouped based on
the research questions and analyzed to identify key themes and patterns.

The results of the data analysis were presented in a narrative format, with each research question addressed in a sep-
arate section. The literature review also included a discussion of the study’s limitations and the implications for future
research.

Overall, this literature review research paper provides valuable insights into the current state, challenges, applications,
and prospects of Microservice Architecture in the context of Cyber-Physical Systems.

The search terms used are: “Cyber-Physical Systems,” “Microservices,” “Microservice Architecture,” “Resilience,”
“Reliability,” and “Availability.” Logical combinations of search terms are defined by “AND” and “OR.”

The first 20 research papers provided for each combination of the search keywords are taken into review to have a
finite number of literature. When the same research paper appears in another digital library, it is excluded from the litera-
ture review to prevent duplicates. Fig. 1 represents the research paper selection and review process algorithm.

Fig. 1. Literature review algorithm

Literature review

This chapter presents the research paper selection process and paper review based on the methodology described
previously.

For this review, 40 unique research papers published from 2022 to 2024 were initially selected based on the search
terms provided before. These research papers are about Cyber-Physical Systems, which use microservices as an archi-
tectural pattern for implementing improved methods and approaches described by the authors. Then, each research paper
was reviewed, and some were filtered according to the relevance criteria. As defined previously, the requirements include
the necessity of a microservice architecture for Cyber-Physical Systems and the focus or mention on resilience, reliability,
and availability.

The results of the review of selected papers are provided in the following chapters. Because of the similarity of the
approaches, a detailed review of other documents is not included. Then, the pros, cons, gaps, and conclusions were
defined and provided for this literature review.

The applications of microservice architecture for cyber-physical systems

This chapter provides summaries and results of selected research papers for review according to the defined method-

ology and answers the first research question (RQ1).
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The first paper, titled “A microservice-based framework for multi-level testing of cyber-physical systems” [7] by
Aldalur et al., explores the adoption of microservice architectures in the development, maintenance, and testing of Cyber-
Physical Systems (CPSs), mainly focusing on their integration within the Internet of Things (IoT) domains.

Aldalur et al. propose a microservice-based testing framework to facilitate multi-level CPS testing (e.g., SiL, HiL,
Operation). This framework integrates with a DevOps ecosystem, enabling continuous deployment, monitoring, and
validation of CPS. It leverages microservices for validation orchestrators and agents to facilitate continuous deployment,
monitoring, and validation, enabling efficient multi-level testing. This setup enhances system resilience and reliability by
supporting scalable and adaptable testing processes.

Specific Microservice Architecture (MSA) patterns like dynamic configuration, service discovery, or circuit breakers
aren’t explicitly mentioned. Instead, the focus is on the operational methodology of microservices within the framework,
highlighting their roles in improving testing efficiency, reducing costs, and underscoring the benefits of microservices in
enhancing system testing scenarios. Docker was used as the leading technology for deploying microservices. The micro-
service code uses REST API as the primary communication protocol.

The study “Towards high-availability cyber-physical systems using a microservice architecture” by Mena et al. (2023)
[4] examines enhancing cyber-physical systems (CPS) for high availability using microservices, focusing on the Digital
Dice framework. The framework utilizes the Web of Things (WoT) to define interaction. It implements resilience, relia-
bility, and availability strategies, including efficient communication with IoT devices, scalable microservice deployment,
and robust internal and external communication protocols. The paper compares [oT, WoT, and Digital Dice for reliability
properties. The paper states that high fault tolerance is achieved by the implementation of Digital Dice and its isolation.
Also, high recoverability is achieved due to saving snapshots. The authors of this paper provided a comprehensive and
profound description of the reliability and availability properties of microservices and provided a comparison between
different systems and approaches. Docker and Kubernetes were used as container technology. Replication was one of
the main approaches to resilience. Also, as described in the paper, Digital Dice uses service mesh Istio and Envoy proxy
to solve communication problems. Circuit Breaker and Load Balancer patterns are used to handle possible issues with
requests. More patterns may be implemented under the hood of Istio and Envoy.

The paper concludes that the Digital Dice framework significantly enhances the management and efficiency of CPS
through improved scalability, resilience, and testing efficiency.

The paper “An Integrated Scalable Framework for Cloud and IoT-Based Green Healthcare System” explores the
creation of a scalable, cloud, and loT-based framework to enhance healthcare systems with a focus on sustainability and
efficiency [8]. It introduces an innovative approach to healthcare, where wearable sensors and hierarchical clustering
algorithms are utilized for real-time health data collection and analysis. This approach aims to improve patient care and
facilitate doctor-patient interaction through an interactive user interface.

The paper emphasizes scalability as the main property of the proposed approach design with an existing foundation
in cloud technology. The paper states that disaster recovery, backup, and auto-scaling solutions are implemented without
describing internal details. A load balancer, servers, containers, a database and storage layer, and monitoring tools are also
included in the primary design of the proposed system. The document does not directly mention specific microservice
patterns such as Circuit Breakers, Retries, Limiters, and others. Instead, the paper focuses on the architectural and opera-
tional strategies leveraging IoT and cloud technologies.

The paper “Investigating Data Risk Considerations in Emergent Cyber-Physical Production Systems” by Ward and
Janczewski (2022) delves into the complexities and risks associated with the integration of Cyber-Physical Production
Systems (CPPS) within the Industrial Internet of Things (IIoT) framework [9]. This research highlights the necessity for
asset managers to evaluate risks across multiple domains due to the interconnected nature of CPPS, where raw materials,
machines, and operations form a tightly integrated network.

The research explicitly addresses connections to microservices in CPPS by examining the role of technologies such
as Cloud, Fog, and Mist in facilitating flexible manufacturing automation hierarchies. A key focus is on employing con-
tainerized microservices to support CPPS’s adaptability and resilience, indicating a move towards a more modular and
scalable approach to system architecture.

The paper does not explicitly detail specific MSA patterns implemented within the proposed framework regarding
microservice resilience, reliability, and availability. However, it does state the use of containerized microservices for
CPPM. This paper presents informative and deep research regarding security issues.

The paper “A Survey on Observability of Distributed Edge & Container-Based Microservices” by Usman et al. (2022)
presents a comprehensive review of the state-of-the-art observability for distributed systems, mainly focusing on edge
computing and microservices [10]. While this work is not directly connected to CPS, it covers topics tightly related — IoT
and IIoT.

Key points related to microservices include exploring how edge computing is a technical enabler for emerging net-
work technologies such as 5G and the Industrial Internet of Things (IIoT).
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Topics on microservice resilience, reliability, and availability highlighted in the paper revolve around the observability
of distributed edge and container-based microservices using Docker and Kubernetes, among others. The authors describe
that observability and monitoring are primary tools to know what happened during or before the outage and then exe-
cute root cause analysis. Health checks, metrics, logs, tracing, events, and checking dependencies are critical metrics for
monitoring the system. Then, the issue may be fixed. The shift towards observability and monitoring also lies in the cloud
infrastructure and the microservice management tools. Therefore, resiliency and reliability are stirred among the cloud
infrastructure and the microservices.

The paper “On Evaluating Self-Adaptive and Self-Healing Systems using Chaos Engineering” by Naqvi et al. (2022)
proposes CHESS, a systematic approach for evaluating self-adaptive and self-healing systems based on chaos engineer-
ing principles [11]. This method addresses the need for systematic evaluation methods for such systems, especially those
dealing with unanticipated failures in critical and highly dynamic environments. The approach involves subjecting a
system to unexpected conditions to assess its resilience and fault-tolerance capabilities. Crucial aspects of microservices
include exploring chaos engineering to build resilient microservice architectures and cyber-physical systems. Self-healing
and self-adaptive systems are challenging to implement and manage. Various approaches can provide resilience, includ-
ing static, reactive, or dynamic solutions, or inspired by control engineering, bio-inspired algorithms, or Al. This paper
also provides a profound overview of the chaos engineering approach, self-healing, self-recovery, and failure scenarios
in microservices. Containers are also mentioned as a valuable tool to manage microservices. The paper mentions health
checks, auto-scaling, and multiple replicas regarding specific patterns.

The paper “Osmotic Cloud-Edge Intelligence for [oT-Based Cyber-Physical Systems” by Loseto et al. (2022) inves-
tigates the integration of loT technologies with cloud-edge computing to enhance the capabilities of the Cyber-Physical
Systems (CPS) [12]. The research introduces an “osmotic computing” model that leverages microservices to enable
dynamic resource allocation between cloud and edge layers, aiming to optimize CPS performance, resilience, and scala-
bility. This model addresses the challenges associated with data volume, velocity, and the computational demands of IoT
devices in CPS by facilitating efficient data processing and decision-making closer to the data sources.

The paper proposes a Cloud-Edge Al microservices approach that includes containerized architecture and micros-
ervice encapsulation of each architectural module. Considering the location and distribution context, microservices are
automatically adapted to deployment sites. Additionally, the orchestrator binds the runtime of each microservice to its
reference location. Dynamic service orchestration based on a feedback loop is achieved.

The orchestrator component is mentioned to manage microservice containers. It schedules migration from Edge to
Cloud and vice versa. It can also reassign containers in case of Edge node failures. The prototype implemented in this
paper describes the optimistic approach when the infrastructure is available. Scaling the workload is suggested to over-
come possible availability issues.

This paper provides a detailed description and summary of its proposed approach based on osmotic computing
principles.

The paper “Data Twin-Driven Cyber-Physical Factory for Smart Manufacturing” by Jwo et al. (2022) introduces a
novel concept termed “Data Twin” and a deployable service known as the Data Twin Service (DTS) to support simulation
in manufacturing, particularly in the aerospace and defense industries [13]. This concept aims to simplify the creation
of high-fidelity virtual models in digital twin technologies by adopting machine learning approaches. The main focus is
developing a microservice software architecture for a Cyber-Physical Factory (CPF) that simulates the shop floor envi-
ronment, leveraging the DTS to manage and integrate actual and simulated data for enhanced manufacturing processes.

Regarding microservices, the CPF architecture embodies a microservice approach by facilitating the deployment and
interaction of various services (DTSs) within a containerized environment. This paper also describes containerized solu-
tions as a way of organizing and repairing services after failures. Additional information regarding patterns and recovery
approaches was not mentioned in this paper.

The paper “Containerized Edge Architecture for Manufacturing Data Analysis in Cyber-Physical Production Systems”
by Garcia et al. (2022) focuses on developing a microservice-based containerized edge architecture aimed at simplify-
ing the integration of asynchronous job management for data analysis within manufacturing lines [14]. This approach
addresses the complexity barriers posed by the integration of Cyber-Physical Production Systems (CPPS) into real-world
manufacturing scenarios, particularly emphasizing the challenges faced by small and medium-sized enterprises (SMEs)
lacking in Information Technology (IT) expertise.

The architecture proposed is designed to support a common task in CPPS: the asynchronous management of manufac-
turing data analysis jobs utilizing a containerized, microservice-based structure. This architecture is validated through a
real computer vision quality inspection task, highlighting its practical applicability in the industry for tasks requiring data
analysis, such as quality inspections using computer vision technologies.

The paper elaborates on designing and deploying a containerized, micro-service-based edge architecture. It addresses
Docker containers as a solution to package and deploy microservices. The proposed system does not mention specific
reliability microservice patterns.
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The paper “Towards Digital Twin-enabled DevOps for CPS Providing Architecture-Based Service Adaptation &
Verification at Runtime” by Dobaj et al. (2022) investigates the application of DevOps principles, traditionally utilized in
IT, to the domain of Cyber-Physical Systems (CPS) with a focus on Industrial Product-Service Systems (IPSS) [15]. The
main objective is to enhance CPS service delivery and adaptation to evolving needs and environments through Digital
Twins (DTs). This aims to reduce design and operational uncertainties, thus ensuring IPSS integrity and availability, par-
ticularly for design and service adaptations at runtime.

The DevOps lifecycle practices are applied to reduce provider risks and design uncertainties. The self-adaptive CPS
model maps the Information Technology to the concept of the Operational Technology domain of CPS IPSS. The paper
describes deployment approaches with downtime and zero-downtime approaches (Blue-Green, Canary, A/B testing,
shadow deployment approaches). Load balancers are decoupled from the system and manage the traffic to individual
services. The load balancer ensures service availability during deployment (i.e., zero downtime). Shadow deployments
allocate and deploy all resources alongside the current release. The A/B testing allocates only resources required for 30 %
of the overall user traffic. Then, user requests are split and processed by the current and new service releases. The main
focus in the context of microservices and DevOps in this paper is that redundancy and shadow deployments provide no
downtime while deploying new components.

Summary of the reviewed papers

This chapter summarizes the review of selected papers described before and answers the first research question (RQ2).

Table 1 on microservice approaches across various papers highlights the diversity and commonalities in implementing
microservice architectures for cyber-physical systems (CPS) and related domains.

The commonalities across the papers on microservice approaches for Cyber-Physical Systems and related areas high-
light a strong preference for containerization technologies and patterns to enhance scalability, resilience, and deploy-
ment efficiency. Containers, prominently featuring Docker, emerge as a foundational element in developing microser-
vice architectures, offering an efficient way to package, deploy, and manage applications across various environments
[16]. Kubernetes is frequently mentioned as a critical orchestration tool, facilitating the management of containerized
applications at scale, indicating its pivotal role in handling complex deployments and ensuring high availability [16].
Additionally, REST APIs are noted for enabling communication between microservices, underscoring the importance of
standardized interfaces for service interaction.

Several papers introduce specific microservice patterns and tools such as Digital Dice, Snapshots, Replication, Istio,
Envoy, Circuit Breaker, and Load Balancer, pointing to a broader ecosystem of technologies aimed at enhancing system
reliability, monitoring, and network communication. The mention of disaster recovery, backup, auto-scaling, and health
checks across various studies further emphasizes the focus on system resilience and the ability to maintain service conti-
nuity in the face of failures or demand fluctuations, but no specific implementation details were provided.

Moreover, deployment strategies like Blue-Green, Canary, A/B testing, and shadow deployment are explored in the
context of enabling continuous integration and delivery (CI/CD) within the DevOps framework, highlighting the move
towards more dynamic and adaptive CPS. These commonalities reflect a collective movement towards leveraging micro-
service architectures and container technologies to address the challenges of developing, deploying, and managing CPS
and IoT systems in a more agile, reliable, and scalable manner.

As aresult, a common tendency for all microservice approaches is based on DevOps practices and containers (Docker,
Kubernetes). Cloud providers like Amazon AWS, Microsoft Azure, IBM Cloud, and others also provide their own Service-
Level Agreement (SLA) that covers the reliability, resilience, and availability of cloud systems, mainly hardware and vir-
tualization software, provided to the user [17]. The more SLAs are available, the more expensive they are [17].

Service Mesh Istio, also mentioned before, is an open-source project that provides a uniform way to connect, manage,
and secure microservices [18]. It integrates with Kubernetes but can be used with other environments, too. Istio simpli-
fies the configuration and operation of microservices networks, offering critical features like traffic management, service
identity and security, policy enforcement, and observability across your services. By deploying a lightweight proxy along-
side your services, Istio enables advanced routing, load balancing, and secure service-to-service communication without
requiring changes to the service code.

Envoy Proxy is an open-source edge and service proxy designed for cloud-native applications [19]. It operates as a
sidecar to mediate and manage all inbound and outbound traffic for network services. It offers advanced features such as
dynamic service discovery, load balancing, TLS termination, HTTP/2 and gRPC support, observability through detailed
metrics, and logging, making it versatile for handling microservices communications efficiently. Envoy is designed to be
extensible and is used in conjunction with service mesh implementations like Istio to provide a comprehensive network-
ing solution for microservices architectures.

Load balancing and auto-scaling approaches help to achieve some reliability, but their primary purpose is to balance
the network load and provide scalability for performance improvements [20].

Deployment strategies like Blue-Green, Canary, A/B testing, and shadow deployment are essential methodologies in
the continuous delivery pipeline to manage and mitigate risks associated with releasing new software versions, ensuring
high system availability and user satisfaction [21].
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Blue-Green Deployment switches traffic between two identical environments after testing the new version in the inac-
tive one, enabling quick rollback and minimal downtime. Canary Deployment slowly introduces changes to a small user
group, testing the latest version’s stability before a full rollout. A/B Testing compares versions by splitting traffic to deter-
mine the better performer based on specific criteria, focusing on user preference. Shadow Deployment duplicates traffic
to a new version without affecting users, allowing observation under natural conditions. Each strategy reduces software
update risks, maintains service continuity, and facilitates quick rollback if necessary.

Table 1
Summary of the Reviewed Papers
Title Microservice Approaches
“A microservice-based framework for multi-level testing The focus is on the operational methodology of microservices; Docker;
of cyber-physical systems” REST API;
“Towards high-availability cyber-physical systems using a microservice | Containers; Docker; Kubernetes; Digital Dice; Snapshots; Replication;
architecture” Istio; Envoy; Circuit Breaker; Load Balancer;
“An Integrated Scalable Framework for Cloud and IoT-Based Green Containers; disaster recovery, backup, and auto-scaling, load balancer,
Healthcare System” monitoring tools included, but no description provided;
“Investigating Data Risk Considerations in Emergent Cyber-Physical Containers;
Production Systems”
“A Survey on Observability of Distributed Edge & Container-Based Containers; Docker; Kubernetes;
Microservices”
“On Evaluating Self-Adaptive and Self-Healing Systems using Chaos Containers; chaos engineering; health checks, auto-scaling; replication;
Engineering”
“Osmotic Cloud-Edge Intelligence for IoT-Based Cyber-Physical Containers; orchestrator;
Systems”
“Data Twin-Driven Cyber-Physical Factory for Smart Manufacturing” Containers;
“Containerized Edge Architecture for Manufacturing Data Analysis in Containers; Docker;
Cyber-Physical Production Systems”
“Towards Digital Twin-enabled DevOps for CPS Providing Architecture- | Containers; Docker; Blue-Green, Canary, A/B testing, shadow
Based Service Adaptation & Verification at Runtime” deployment;
Conclusions

The combination of CPS and MSA complements each other because of similarities in the design. Although pros exist,
some challenges also arise within the system’s complexity. System architecture, complex connections between CPS and
MSA, development process, maintenance, CI/CD, security, reliability, and availability are some of the main challenges.
CPS needs to operate in real-time or with precise timing, which increases the complexity of supportive systems like
microservices. Achieving and maintaining high availability is very important in these cases.

This study examined the MSA used for CPS. It reviewed design patterns for the cloud system and their reliability
and availability. A literature review summary provided a foundation for a deeper understanding of MSA architecture and
patterns. Gaps and challenges in MSA were detected.

Containerization like Docker and Kubernetes are used very often. DevOps practices with CI/CD pipelines support con-
tinuous development and deployment. Extensive attention is given to cloud system availability. Reliability and resilience
patterns are widely used to overcome failure events. The failure events that can occur within a microservice architecture
often. These failures can range from cloud provider and infrastructure failures to specific issues such as OS system-level
failures, microservice failures, and dependency problems. The study has demonstrated that although developers may not
have complete control over external cloud failures, they can significantly influence the configuration of microservices,
the management of cloud resources, and the implementation of resilience patterns that can dramatically improve the
system’s overall reliability and availability. Patterns like health checks, auto-scaling, replication, retry, response caching,
and load balancing can help strengthen the system against potential failures. Health check provides knowledge about ser-
vice uptime for system monitoring. Auto-scaling improves system performance and availability by adding more service
instances managed by a cloud provider but at an additional cost. Retry patterns can eliminate outage time by allowing
multiple attempts at executing operations. Response Caching can provide immediate fallback responses to ensure uninter-
rupted service, even during backend failures. Load Balancing can distribute traffic and computational load evenly across
service instances, preventing outages due to resource overutilization and enhancing overall system performance and
availability. The summary of reviewed papers emphasizes the importance of adopting a proactive, multi-faceted system
design that anticipates and mitigates potential failures at every level of the service stack.

Future directions

Integrating Microservice Architecture (MSA) into Cyber-Physical Systems (CPS) presents a promising yet complex
frontier, blending digital innovation with real-world applications. This union notably transforms industries by enabling
smarter, faster, and more resilient systems. A prime example is the synergy between MSA and loT [22], significantly
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benefiting sectors like robotics, autonomous driving, and industrial automation [23] by reducing latency and facilitating
real-time decision-making.

Further, incorporating AI and Machine Learning (ML) into MSA-equipped CPS paves the way for systems capable of
predictive analytics and autonomous operation. This can be seen in smart cities, where traffic management systems learn
and adapt to traffic flow patterns in real-time, improving congestion and safety [24].

Security within these systems, especially as they underpin critical infrastructure, is a crucial area of focus [25]. Future
developments aim to enhance security through secure service communication and decentralized models like blockchain,
which can offer new levels of integrity and trust in distributed environments [26].

In essence, MSA’s journey in CPS is about leveraging digital transformation to create systems that are efficient, scala-
ble, and deeply integrated with the physical world, driving innovations across various sectors such as transportation, man-
ufacturing, and urban planning [27]. The path forward involves continuous exploration, adaptation, and collaboration.
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