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METOA ®OPMYBAHHSA CTEI'O-KJIIOYA JJIA 3BIVIBIHEHHSA OBCAT'Y
IMPUXOBAHOTI'O 3BEPITAHHSA TAHUX
B CEPEJOBHUIII IPOI'PAMHOI'O KOAY FPGA

Y cmammi poszenadaromocs numanna npuxosano2o 30epicanis KOHMPOILHUX OGHUX 68 CEPEOOBUYI HUZLKOPIBHEB02O
npoepamnozo kody mikpocxem FPGA npu 6uKOHAHHI MOHIMOPUHZY Yb020 NPOSPAMHO20 K0OY. Monimopune xapakme-
puUcmuk 6e3neKu npocpPaMHO20 K00y, MAKUx K YiliCHICMb, AGMEHMUYHICMb, WSAXU 1020 POZNOBCIOONCEHHSL € OOHIEIO
3 OCHOBHUX CKIAO08UX 3a0e3neuenHs Oe3neKu npoepamosanux cucmem. B cmammi 3asznaueno, wo nepcnekmueHUMU
€ Memoou MOHIMOPUH2Y XApakmepucmuk oesnexu npocpamnozo kody FPGA, 6 pamkax akux KOHMpoOabHi OaHi, Wo GUKO-
PUCMOBYIOMbCSL YUMU MEMOOaMU, 60Y008YIOMbCS 8 NPOSPAMHUL KOO 68 CMe2ano2pa@iuHuil cnocio y ueisioi yughposozo
60051020 3HaKA. B pe3ynomami make 60y008ysanHs ne naueac na nogedinky mikpocxem FPGA i ne 3minioe xapaxkme-
pucmuku cucmemu, no6y008aHoi Ha OCHOSI yux mikpocxem. Ilepesazoro 3aznaueno2o nioxody € me, wjo (hpaxkm HAsLGHOCHIL
KOHMPOIbHUX OAHUX Y NPOSPAMHOMY KOOI Ma (haxm GUKOHAHHS MOHIMmopuH2y € ckpumumu. OOHaK npu 6UKOPUCTANHI 075t
MOHIMOPUHEY KOHMPOAbHUX OAHUX, AKi 80Y008VIOMbCA 8 NPOSPAMHULL KOO, ICHYE npobiema 8iOHO8IeHH NOYAMKOBO20
CMany ybo2o npocpamnozo kody. Illpobnema nonsizae 6 neobxionocmi cmeeanoepapiunoco 30epedcens K Camux KOHmp-
ONbHUX OaHux, max i ingopmayii 011 BIOHOBNIEHHs NOYAMKOB020 CIAHY NPOSPaMH020 Kooy. Oonak obcse ingopmayii,
He0OXIOHOI OJ11 8IOHOGNEHHS, MOJiCce 3atMamu 0yace GeIUKY YaCmuHy o0csey yugposoeo 6o0sHozo 3Haxa. Lle 3nauno
BMEHULYE Yacmuny 00cs2y Yyupposo2o 600HO20 3HAKA, KA MICMUmMs 0e3n0CepPeOHbO KOHMPOTLbHI OaHi MOHIMOPUH2Y.
B pesynemami uacmo sunuxae cumyayis npu Axii epekmugnutl 0ocae yupposoco 800AHO20 3HAKA € HEOOCTNAMHIM O
30epicatts KOHMPONbHUX OAHUX 3 HeOOXIOHUM OJist MOHIIMOPUHZY PO3MIPOM. B cmammi npononyomscs wiisixu eupiuieHHs
yiei npodnemu WsIXoM 3ACMOCY8AHHS IHMEPBALLHO20 NIOX00Y 00 YOPMYBAHHS CMe20-KA04d 60y008Y8aH s OAHUX 6 NPO-
epamuuii kKoo. Onucano excnepumMeHmanbie O0CIIONCeHHs NiOX00y, 3anponoOHOBAH020 6 CMammi, ma Ha 1020 OCHOGI
nokasaui nepesacu ybo2o nioxooy.
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THE INTERVAL STEGO-KEY METHOD FOR INCREASING THE VOLUME
OF HIDDEN DATA STORAGE IN THE ENVIRONMENT OF FPGA CHIPS PROGRAM CODE

The article considers the issues of hidden storage of monitoring data in the environment of low-level program code
of FPGA chips when performing monitoring of this program code. Monitoring the security characteristics of program
code, such as integrity, authenticity, and ways of its distribution, is one of the main components of ensuring the security
of programmable systems. The article notes that the methods of monitoring the security characteristics of FPGA
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program code are promising, in which the monitoring data used by these methods are embedded in the program code
in a steganographic way in the form of a digital watermark. As a result, such embedding does not affect the behavior
of FPGA chips and does not change the characteristics of the system built on the basis of these chips. The advantage
of this approach is that the fact of the presence of monitoring data in the program code and the fact of monitoring are
hidden. However, when monitoring data embedded in program code is used for monitoring, there is a problem of recovering
the initial state of this program code. The problem is that it is necessary to steganographically save both the monitoring
data and the information to recover the initial state of the program code. However, the volume of information required
for recovery can take up a very large part of the volume of the digital watermark. This significantly reduces the part
of the digital watermark that contains the monitoring data itself. As a result, a situation often arises when the effective
volume of the digital watermark is insufficient to save monitoring data with the size required for monitoring. The paper
proposes ways to solve this problem by applying an interval approach to the formation of a stego-key for embedding data
in program code. The paper describes an experimental research of the approach proposed in the article and shows the
advantages of this approach.

Key words: steganographic data embedding, digital watermarks, stego-key, program code monitoring, FPGA chips,
program code information object.

IMocranoBka npoodsiemMu

Mikpocxemu FPGA (Field Programmable Gate Array) € nmporpaMOBaHUMH MIKpPOCXEMaMH 3 1HIINM, HDK Y MIKpPO-
NPOLIECOPIB PUHIIUIIOM TporpamyBaHHst [1]. BoHM ckilafaroThest 3 BEIMKOT KUIBKOCTI €JIeMEHTApHUX MPOrPaMOBaHUX
00YHCITIOBaUiB, KOMyTallisi MK SKHUMH 371HCHIOEThCS 3ac00aMH i€papXiqHOi MporpamMoBaHOi KOMYTalidiHOT MaTpHII.
HusbKopiBHEBHI NMPOrpaMHUA KOJI, SKUH 3aBaHTAXKYEThCsS 10 Mikpocxemu FPGA, HanmamroBye KOKHHH 3 eleMeHTap-
HHUX O0YMCIIIOBAYIB B CTPYKTYpl MIKPOCXEMH Ha peaizallito KOHKpeTHOI Joridnoi ¢gyHkuii. Kpim Toro nporpamuuii xox
koHOIrypye komyTaiiitny marpuiio FPGA takuM 4rHOM, 11100 OpraHi3yBaTy NOTPiOHI [ist BUPIICHHS 00UHCITIOBAIBHOT
3aj1a4i 3B’5I3KM MK eJIEeMEHTapHUMH OJoKaMK MikpocxeMu. TakiM 4MHOM BHYTpIlIHS KoH(Dirypartiist mikpocxemu FPGA
MIKpPOCXEMH CYTTEBO BIJIpi3Hsi€ NMpHHIMIT nporpamyBaHHs FPGA Bij mpuHIumy nporpamyBaHHs MIKPOIPOIECOPIB.
MikpoIpoIiecopH B TIPOIIeci peasizallil 00YHCIFOBaAIBLHOI 3aa4i MOCII0BHO BUKOHYIOTh IIPOTPpaMy, 3alllCcaHy B Iam’sTi
nporpam. Mikpocxemn FPGA 3MiHIOIOTH BHYTPIIIHIO KOH(ITYpallito MiJ Ai€l0 MPOrpaMHOro KOy IiCis 4oro BCi ene-
MEHTapHI 00YHCITIOBANBHI OJIOKH, SIKi CKJIQIAl0Th MIiKpocxeMy, (pyHKIIOHYIOTh napajenabHo. Taki 0CoOMMBOCTI QyHKIIi-
OHYBaHHS JIAIOTh 3MOTY OTPUMATH 3HAYHO OUIBIIY MPOMYKTUBHICTH MPW BUPILIEHHI 00UMCIIOBaIbHUX 3a1ad Ha FPGA
HOPIBHSTHO 3 MiKpornpolecopamu [2].

[pouec dyHKIIOHYBaHHS TPOrpaMoOBaHKX U(POBUX MPUCTPOIB, TAKKX, sIK Mikporporecopn Ta FPGA, kepyerbcs
NpOrpaMHUM KOJZIOM. Uepes 11ie iCHy€ MOTeHIiiiHa MOXKIIMBICTD 37I0BMUCHOT'O BTPY4YaHHs B (DyHKIIOHYBaHHS [IMX KOMIIO-
HEHTIB Yepe3 BUKOPUCTAHHS MaHIyISIIN 3 TporpaMHUM kogoM. OHUM 3 Ii€BHX 3aC001B MPOTHIIT 3I0BMHCHII MaHimy-
JISIIIT TIPOrpaMHUM KOJIOM € OTIePAaTHBHUI MOHITOPHHT XapaKTePUCTHK OE3IEKN MTPOrpaMHOro KOJTy, TAKUX SIK I[LTICHICTb,
ABTEHTUYHICTB Ta NIISIXH PO3MOBCIO/pKeHHS Koy [3]. Tomy mifiBUIIEHHST €()EeKTUBHOCTI TAKOTO MOHITOPHHTY € aKTyallb-
HOIO Ta BOXKJIMBOIO 3a/1aUC0 B YMOBAX MOTEHI[IFTHOT MOXKJIMBOCTI 3JI0BMHCHOTO BTpY4YaHHS B (DYHKIIIOHYBaHHS IPOTpa-
MOBaHHUX CHCTEM.

AHaJIi3 OCTaHHIX A0CTizKeHb i myOmikanii

Haifuacrime 3acToCOBYIOTBCSI METOIM MOHITOPHHTY XapaKTePUCTHK Oe3MEeKH MPOrpaMHOro Koy, 0a30BaHi Ha BUKO-
pHUCTaHHI KOHTPOJILHUX HaHuX [4]. Jlo moyarky mporecy MOHITOPHHTY BiIIOBIJHO 10 MIEBHUX aJITOPUTMIB MOHITOPUHTY
OOYHCITIOIOTECS Ta 30€piraroThCsl €TaJOHHI KOHTpONIbHI naHi. [Ipy BHKOHAHHI KOXXHOTO aKTy MOHITOPHHIY €TaJIOHHI
KOHTPOJIBHI [IaH1 34UTYIOThCS TA MOPIBHIOKOTHCS 3 IaHUMH, OTPUMaHHMHU 0€3M0CepeTHbO T1iJl YaC MOHITOPUHTY MPOTpaM-
HOTo KoAy. Heosik TpamuiiiHiuX METO/iB MOHITOPHHTY TIOJISITAE B TOMY, 1110 (DaKT HAassBHOCTI €TAJIOHHUX KOHTPOJILHUX
JIaHUX € BIKpUTUM. Tak KOHTPOJIBbHI JaHI MOXKYTb 30epiraTucs B ram’siTi CHCTEMH, sika 3/1iliCHIOE MOHITOpHHT [5]. Takox
KOHTPOJIBHI JJaHI MOXKYTh NPUETHYBATHCS 10 1H(GOPMALIITHOTO 00’€KTa MPOrpaMHOro KOy, LIOJ0 SIKOTO 3IiHCHIOETHCS
KOHTpOJIb [6]. KpiMm ToTo icHYye miaxia B Mexkax sIKOr0 KOHTPOJIbHI JiaHi 30epiratoThesl y BiIalicHii 0a3i JaHUX Ta 3aru-
TYIOTBCS 3 HEl Mmij| yac 3aiicHeHHst MOHITOpHHTY [7]. Y Bunajky 30epiraHHs y BIAKPUTOMY BHIVIS/II €TaJOHHUX KOHTp-
OJIbHHX JTAaHUX B MEKaX 3a3HAYCHUX IiIXO/IB ICHYIOTh MOXKIIMBOCTI 3JIO0BMHUCHOT MAHIMYJIAII IMMH JTaHUMU JUTsE 00XOTY
MOHITOPHHTY.

Takox BIIOMHUM € MIiAXIT B MEXKax SKOTO €TaJIOHHI KOHTPOJIbHI JIaHi 30epirafoThCsl HE y BIIKPUTOMY, a B 3aing)poBa-
HoMmy BUIVIsLI [8]. Taxuii mizxiJ MpUXOBY€e KOHTPOJIBHI JIaHi, ajie 3aJIiiiae BIAKPUTUM (DaKT BUKOHAHHS MOHITOPHUHTY Ta
(baxT HasIBHOCTI KOHTPOJILHUX JlaHuX. Lle BiIKpHBae MOXKIIMBICTh 3aCTOCYBAaHHS JOCTaTHHO BEJIMKOI KIIBKOCTI TPUHOMIB
JUISL BITKPUTTS Ta (asibeudikaliii eTaToHHUX KOHTPOJIBHUX JIAHHX.

€ BiTOMHUM MizXin, KUl nependavae 30epiraHHs eTaJOHHUX KOHTPOJIILHHUX JaHuX B creraHorpadivynumii cnoci6 [9,
10]. Le#t migxin no30aBieHnit HEJOMIKIB 3a3HaYEHHUX BHUILE MTIAXO/IB. Biif nomsirae B Tomy, 1110 €TaloOHHI KOHTPOJIBHI JaHi
BOY/IOBYIOThCS B iH(OpMaIiiHUK 00’ €KT MpOrpaMHOro Koay y BUDNIsIL 1udpoBoro BoasHoro 3Haka [11]. B pesynbrari
Take BOY/IOBYBaHHs HE BILIMBAE Ha NMOBeIIHKY MikpocxeM FPGA 1 He 3MiHIOE XapaKTePUCTHKH CHCTEMH, TI0OY/I0BaHOT Ha

10
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OCHOBI IuX MikpocxeM. [lepeBaroro 3a3Hau€HOTO MIAXOAY € Te, IO (PaKT HATBHOCTI KOHTPOIBHUX JaHHUX Y TPOTPAMHOMY
Kofi Ta (paKT BUKOHAHHS MOHITOPHHTY € CKpUTUMH. OJHAK TP BIKOPUCTAHHI TSI MOHITOPHHTY KOHTPOJBHUX JaHUX,
sIKi BOYZIOBYIOTBCSI B IPOTPAaMHHII KOJI, iCHy€ IpoOIeMa BiTHOBIEHHS ITOYaTKOBOTO CTaHy IIHOTO MPOTPaMHOTO Koy [12].
[Ipobnema momsATae B HEOOXiTHOCTI cTeraHorpadivHOTO 30epeKeHHS K CaMIX KOHTPOJBHUX JTaHWX, Tak i iHpopmarii
JUTSA BIHOBIICHHS ITOYaTKOBOTO CTaHy MPOrpamMHOTo kKoxy. OmHak oOcsr iHgopMmariii, HeoOXiaHOI 11 BiTHOBICHHS, MOXKE
3aiiMaTy 3HAYHY YaCTUHY 00cATY HU(POBOTO BOASHOTO 3HaKa. Lle 3HaUHO 3MEHITye YacTHHY 00cATy mu(pPOBOTO BOAS-
HOTO 3HaKa, sIKa MICTHTbH 0e3M0CcepeHbO KOHTPOJIbHI JaHi MOHITOpHHTY [13, 14]. B pe3ynbTari 4acTo BUHHKAE CHTYaIlis
TIpH SIKil ePeKTUBHUHN 00CAT IIUPPOBOTO BOASHOTO 3HAKA € HEMOCTATHIM IS 30epiraHHs KOHTPOJIBHUX JaHHUX 3 HEOOXiI-
HUM JUTSI MOHITOPHHTY PO3MipOM.
DopMyTIOBAHHS METH J0C/i/IZKEHHS

30UTPIIUTH OOCAT KOHTPONBHUX JAaHUX, SIKI MOXYTh OyTH HPUXOBAaHO 30epekeHMMH B mporpamuomy komi FPGA
y BHIVISLI I POBOTO BOASHOTO 3HAKA, 32 PAXYHOK 3aCTOCYBAaHHS IHTEPBAJIBHOTO MiAXOMY 10 (POPMYBaHHS CTETO-KIIIOYA,
10 BUKOPHUCTOBYETHCS MIPH 30epeKeHHI Ta 3UNTYBaHHI KOHTPOJIBHUX JaHUX.

Buk/ageHHs 0CHOBHOTO MaTepiay A0CTiaKeHHS

s popMyBaHHS OCHOBHHX ITOJIOKEHB METOLY, IO MTPOMOHY€ETHCS, BUKOHAHO aHAJI3 JBOX OCHOBHHX (PaKTOPiB, SKi
BIUIMBAIOTh Ha €(PEKTUBHUI 00cAT (POBOTO BOMSHOTO 3HaKa: (akTopa MOBKUHU NUIIXY BOYIOBYBaHHS Ta (akTopa
CTEero-KJIo4a.

Ludpouit BoxsHMI 3HAK, 0 BUKOPHCTOBYETHCS JUIS PO3MIITHYTUX METO/IB MOHITOPHHTY, CKJIAIAETHCS 3 TPHOX KOM-
moHeHTIB (puc. 1): CD — koHTponbHI HaHi; ISRec — iHpopmarlis, HeoOXiTHA I BiTHOBICHHS ITOYaTKOBOTO CTaHY IPO-
rpamHoro koxy FPGA y MOMEHT BUKOHAHHS aKTiB MOHITOPHHTY, S — MaHi, HEOOXiTHI A BU3HAUEHHS MICIISI pO3Tally-
BaHHS KOMITOHEHTIB A(POBOTO BOISHOTO 3HAKA i1 YaC MOHITOPHHTY.

| L(EmbPath) |
< >
S ISRec CD
l—le S N
Is) L(ISRec) C D)
Egexmusenuii oocse
yugposozo

6005IHO20 3HAKA

Puc. 1. Ba3zoBuii popmat nudppoBoro BoasiHOr0 3HAKA, SIKUH MiCTUTH KOHTPOJIbHI 1aHi MOHITOPUHTY

udposuit BonsHUIA 3HAK, 1110 BOYIOBY€eThes y porpaMumii kog FPGA B creranorpagiunmii cnocid, po3mMingyeTbest
B TIPOCTOPI KOy Y BUIVISII CYKYITHOCTI PO3PSi/IiB, SIKI YTBOPIOIOTH NUISIX BOYOBYBaHHsl EmbPath. JloBxuHa nuisixy BOy-
noByBauHsi L(EmbPath), BupaykeHa B KUTBKOCTI PO3PsIB, 3aJI€XKUThH SIK Bil po3Mmipy nporpamuoro kony FPGA, tak i Bin
napameTpiB crero-kioua. [Ipu nipomy edextuBHuUit o0csr 1HdpoBoro BojsiHOro 3Haka L(CD), 1ie 00T JOCTYIHUMA 11
30epiraHHs JaHUX MOHITOPUHTY B HOTO CKJIaJi:

L(CD) = L(EmbPath) — L(ISRec) — L(S); (1)

ne L(EmbPath) — KibKicTh po3psiiiB 1UIAXy BOynoByBaHHS; L(ISRec) — KUIBKICTh pO3PSIiB JIaHUX, 10 BUKOPUCTOBY-
I0TBCSI ISl BIZTHOBJICHHSI [TOYAaTKOBOTO CTaHy iH(opMariitHoro 06’ exra nporpamuoro kogy FPGA ; L(S) — noxuHa noss
S mudpoBOro BOISHOTO 3HAKA.

OCHOBHUM BiJJOMHMM TIiJIX0/10M [15], 1110 32CTOCOBYETHCS ISl BIZIHOBJIEHHS IOYATKOBOTO CTAHY, € METO]I, 3aCHOBaHUI
Ha CTHCHEHHI CYKYITHOCTI pO3pSIIiB, sIKI 3HAXOJATHCS Ha LUISXY BOyZOBYBaHHS Ta 30epeKeHHI pe3yJbTaTiB CTUCHEHHS
B noJti /SRec nudpoBOro BOJSTHOTO 3HaKa (puc. 2).

[Tpu BuKopucTanHi Takoro migxoxy Bupas (1) HaOyBae HACTYITHOTO BUIISLY:

L(CD) = L(EmbPath) — L(Com(EmbPath)) — L(S), 2)

ne L(Com(EmbPath)) — o0csT pe3ybTaTiB CTHCHEHHS 03 BTpaT CYKyIHOCTI PO3Ps/IiB MUISXY BOyZOBYBaHHS.
Hexait HeoOXimHMI U1 BUKOHAHHS MOHITOPHHTY IporpaMHoro koxy FPGA edexTuBHHI 00cAT TUPPOBOTO BOITHOTO
3HaKa OBWHEH cTaHOBUTH LN po3psaiB. Tomi Mae MicIie HACTYIIHE CIiBBiJHOIICHHS:

L(EmbPath) — L(Com(EmbPath)) — L(S) > LN. 3)

BurkoHaHHS 1IbOTO CHIBBIHOIICHHS 3aJISKUTh Bijl IOBKHUHH LUISIXY BOYJIOBYBaHHs Ta CTYIEHS CTUCHEHHS JIAHUX,
II0 3HAXOJATHCS Ha IIbOMY HIIIXY. JloBKMHA 1UIsXy BOYZOBYBaHHS iICTOTHO 3aJISKUTh BiJl BIIACTHBOCTEH CTEro-KIio4a.
301IbIICHHS JIOBKHHU NUIIXY BOYIOBYBaHHsS TPH3BOAWTH /O 30UIBIICHHS 3allOBHEHOT YaCTHHU CTEro-KOHTEHHepa,
II0 TIOTEHIIHHO MOYKe HEraTMBHO MO3HAYUTHCSI HAa CTYIEHI 3/1aTHOCTI KOHTEWHepa NPUXOBYBaTH BOYJOBaHY B HHOTO

11
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L(EmbPath)

EmbPath

( Cmuck )

S ISRec CD
l— e e N
1(S) L(ISRec) C uepy
E@exmusnuii oocsie
yugposozo

BOOSIHO20 3HAKA

Puc. 2. [IppuHIMn BUKOPHCTAHHSA CTUCKY 0e3 BTPAT [Jis 30epesKeHHs T0YATKOBOI0 CTAHY
nporpamMmmHuoro kony FPGA

iHpopmarnito. Buxonasau 3 mporo, mapaMeTpu CTETO-KIIF0Ya MOBHHHI OyTH MiIiOpaHi TAKUM YHHOM, 1100 TTPpH BUKOHAHHI
CHiBBiIHOIIEHHS (3) MiHIMI3yBaTH TOBKUHY IIUISIXY BOYIOBYBaHHSI.

Bazosuit crero-xmrou s LUT-xoHTeliHepa, sskuM € nporpamanil kog FPGA, € CyKymHICTIO TPbOX KOMIIOHEHTIB:
EnumRule — npaBuna, sxe 3amae mopsaok 3amydeHas omokiB LUT-koHTeliHepa At (opMyBaHHS IUIAXY BOYIOBYBaHHS,
DThreshold — oOMexxeHHs Ha KITBbKICT TiakimoueHb 05okiB LUT 1o BUxomy KosKHOTO OJIOKY, IO BXOAWTH Y IIUISIX BOYIO-
ByBaHHS; AddrRule — ipaBuI0, 110 BU3HAYAE alIpecy po3psay mporpaMHoro komy 61okiB LUT, sikuif BHKOPHCTOBYETHCS
T hopMyBaHHS NUIAXiB BOymoByBaHH. [lapamerp EnumRule ctero-kiroda 3aae HyMepaliitHy BiIcTaHh MiX OJIOKaMu
LUT, saxi matoTe OyTH BKJIIOUYCHI 10 NUIIXy BOymoByBaHHs. [lapamerp DThreshold — aucrmoBmii Topir, SIKUi BH3HAYA€
MOYKIHBICTh BKItoUeHH: 0ioky LUT y nuisx BOYIOBYBaHHS 3aJI€KHO BiJl KITBKOCTI 3B s13KiB IIBOTO OJIOKY 3 iHIIUMH OJ10-
kamu LUT-koHTelHepa. 3MeHIeHHS 3Ha4eHHs napameTpa EnumRule i mopora DThreshold mpuBoguTh 10 301IBIICHHS
JOBXXHHU IIUTSIXY BOYIOBYBaHHS, a TAKOK 30UTBIICHHS 00CsTY 3MiH nporpaMHoro koxy FPGA.

I'pyHTytouncs Ha HaBeICHNX BHIE (DaKTOpax, IMPOHOHYETHCS METO/ (hOPMYBAHHS CTETO-KJIIOYA, IO J03BOJISIE a/1all-
TyBaTH e(peKTUBHUH 00cAT HU(POBOTO BOIAIHOTO 3HAKA 10 CTpyKTypu LUT-KkoHTeltHepa. OCHOBHI MOJIOKEHHS 3a1pOIIo-
HOBAHOTO METOAY IOJISTal0Th Y HACTYITHOMY.

1. Tpamuuiitai MmeToau BOYIOBYBaHHS HU()POBOTO BOJSTHOTO 3HAKA y TporpamHumii ko FPGA BHKOPHCTOBYIOTH CTETO-
KITIOY 13 TOYKOBMMH ITapamMeTpamMu. B 1aHoMy MeTozi MpOmoHy€eThCsl BUKOPUCTOBYBATH IHTEPBaJIbHI MTAPAMETPH CTEro-
kimoda. [Tpu mboMy KOKEH rmapaMeTp sBIIsi€ COOOF0 iHTEepBall 3HAYCHB, 3 SIKOTO 32 MIPAaBHIIAMH METOMY 3IIHCHIOETHCS BUOIP
rapameTpiB, aJalTOBAaHUX ITiJ] KOHKPETHUH CTEro-KOHTEHHED.

B pamkax 11p0T0 IOJIOKEHHS 3aIIPOITOHOBAHOTO METOAY JJISl BCIX KOMIIOHEHTIB CTETO-KJII04a (POPMY€EThCS IHTEP-
BaJl 3Ha4YCHb B TAKHUIl CIOCiO, 10 3HAYCHHS KOMIIOHEHTa Ja€ NUISIX BOYZOBYBAaHHS, HAMMEHINOI TOBXHHM IS
JaHoi 3a7a4i BOynOBYBaHHS IU(GPOBOTO BOJASHOTO 3HaKa. [Ipn 11bOMY, 3acTOCYBaHHS KO)KHOTO HACTYITHOTO 3HAYEHHS
3 JAHOTO IHTEpBaNly y SKOCTi KOMIIOHEHTH CTETO-KJIIoda Ja€ 30iTbIICHHS MOBKUHHU HUISXy BOymoByBaHHS. [Ipn
BHKOHAHHI POIeAYPH BOYIOBYBaHHS IIU(POBOTO BOASHOTO 3HAKA, TIOCIHITOBHO, TOYNHAIOYH 3 MiHIMAIBHUX, 00PO-
ONAIOTHCS 3HAYCHHS IHTEPBANIB. Ta MEPEBIPAEThCA BUKOHAHHA cmiBBigHOmEHHs (3). [Ipu BUKOpHCTaHHI iHTEp-
BaJIbHOTO METOJy A0 JIEKIJIbKOX KOMIIOHEHTIB CTETrO-KJIf04a B KJIIOY BBOAMTHCS JOJATKOBHH KOMIIOHEHT priority,
SIKAY BU3HAYAE, B IKOMY MOPSAIKY 301TBITYIOTHCSI KOMITOHEHTH 3 JISKIIBKOX iHTepBalliB. BiamoBigHO 10 3a3HAYEHOTO
TTOJIOKCHHSI TIPOTIOHYETHCS MEePEHTH BiJl TOUKOBUX 3HAUYCHb KOMIOHEHTIB EnumRule Ta DThreshold crero-kiroua 10
iX IHTepBaJIbLHUX BEPCiid.

SIKmIo B pe3ynbraTi BUKOHAHHS JIilf, pErIaMeHTOBAaHMX TEPIINM TOJIOKEHHSM 3alPOIIOHOBAHOTO METOY, CITiBBIIHO-
mieHHs (3) He BUKOHAETHCS, AaJli 3aCTOCOBYETHCS IPYTE MOJIOKEHHS METOY.

2. Jlnst BOymoBYBaHHS II(POBOTO BOJASHOTO 3HAKA IMOTEHIIIITHO MOYKHA BUKOPHCTATH JEKiJIbKa METOIIB, IO JAI0Th
Pi3HI TOBXWHHM IUISIXiB BOyIoByBaHHS. [Ipr boMy KOXEH i3 3a3HAYEHNX METOIB Ma€ iHANBITyaTbHUI HAOip mapaMeTpiB
, PO3NISTHYTHX y ONEPETHHOMY HOJIOKEHHI MeToAy. JlaHe OoI0KeHHS 3aITpOIIOHOBAHOTO METOY Tepeadadae BHOPSIKY-
BaHHS METOJiB BOYIOBYBaHHS Y BUIIIA/I TOCTITOBHOCTI Ta BUKOHAHHS BOYIOBYBaHHS 3a JOIIOMOTOI0 KOMIIOHEHTIB IIi€i
MTOCITIIOBHOCTI 3 MEPEBIPKOIO CIiBBiAHOMIEHHS (3). SIKIIO BCi METOH MOCITIIOBHOCTI OYJIH 3aCTOCOBaHI 3 YpaxXyBaHHSIM
TIEPIIIOTO MOJIOKEHHS 3aIPOIIOHOBAHOTO METO/TY, alle TTapaMeTpH H(POBOTO BOITHOTO 3HAKA HE 3a/I0BOJIBHSIOTH CITIBBi-
HOIIEHHIO (3), 3aCTOCOBYIOTHCS [Iil, peTIaMEHTOBaHI TPETIM MOJIOKEHHIM 3allPOIIOHOBAHOTO METOLY.
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3. SIKIO BUKOPHCTAHHS MEPIIOTO Ta JIPYroro IOJOKEHHs 3alpPOIOHOBAHOTO METONY HE NPHBENO A0 OTPHUMAaHHSI
HEOOXiTHOTO e(heKTUBHOTO 00CATY IU(PPOBOTO BOASHOTO 3HAKA, BUKOPHUCTOBYETHCS JTONATKOBHHA OTHOPO3PSIHUI KOM-
TIOHEHT CTETr0-KII04a /M,,,,. Lleli KOMIOHEHT BU3HAa4Ya€ MOXKIIMBICTh 3aCTOCYBaHHS MeToAy [16] monepeaHboi miAroOTOBKA
iHpopMarniitHoro 00’ekta mporpamuoro koxy FPGA st manux, ski MICTATBCS B CTETO-KOHTEHHEP1 Ha IIISAXY BOYIOBY-
BaHHS. SIKII0 32 YMOB 3aJ1a4i BOyIOBYBaHHS HU(GPOBOT0 BOASHOTO 3HAKAa BUKOPHCTAHHS METOY ITONEPEeHBOT IIiATOTOBKH
HE € IOIyCTUMUM, BUKOHY€THCS PEAYKIIis KOHTPOJIBHUX JAaHHX, [0 3MiHIOE€ BUMOTH 10 €(heKTUBHOTO 00CATY I pOBOTO
BOZSTHOTO 3HAKa.

4. Tlpum BuTATaHHI IU(PPOBOTO BOIIHOTO 3HAKa, KW Oyno BOymoBaHO B mporpamuuii ko FPGA BiamosimHO 10
3a3HaYCHUX BHUILE IIOJIOKEHb METOJY, BUKOHYETBCS MPOLEIypa BU3HAUYCHHS TOYKOBUX 3HAYEHb 3 IHTEPBAJIBHUX KOMIIO-
HEHTIB cTero-kioda. TOYKOBI 3HaUSHHS BU3HAYAIOTHCS BIIIOBIHO JI0 MOJIOKEHB POIIOHOBAHOTO METO/LY, BAKOPHCTAHHX
ipu BOynoByBaHHi. [Ticis 11pOT0 BUKOHYETHCS BUTSTAHHS HU(POBOTO BOASHOTO 3HaKa 3 porpaMHoro koxy FPGA i po3-
KJIaJaHHA fforo Ha koMnoHeHTH. Ha ocHOBI koMItoHeHTa [SRec 3MiHCHIOETHCS BiTHOBICHHS ITOYaTKOBOTO CTaHy iH(OP-
MartiifHoro 06’ekra mporpamMHoro xoxy. [laini et indpopmaniiHUI 00’ €KT Ta KOHTPOJIBHI JaHi, OTpUMaHi i3 TuhpoBoro
BOJSTHOTO 3HaKa, IPUIAMAIOTECS CHCTEMOI0 MOHITOPHHIY XapaKTEPUCTHK O€3MEKH IPOrpaMHOTO KOLy.

[ocnminoBHICTS BUKOHAHHS 3aIIPOIIOHOBAHOTO METOY BiITIOBIIHO 10 HABEIEHHX ITOJIOKEHb, TIPE/ICTaBIIeHa Ha puC. 3
y BUIVISI ONOK-cXemHu. biiok-cxema mokaszaHa JUIst JBOKOMIIOHEHTHOT ITOCITiTOBHOCTI METO/IiB BOYIOBYBaHHS , IO BiJIO-
BiJla€ IpyroMy IOJIOKEHHIO 3aIIPOIIOHOBAHOTO MeTOMy. KoMImoHeHTH 1i€i mociigoBHOCTI — 6a30BHUil MeTO. BOY/IOBYBaHHS

( TTowgarox )

<

OO6unceHHs po3Mipy
kommoHeHTiB 1[B3 ams
06a30BOr0 METOY BOYZXOBYBAHHS

E = EnumRule,.. &
T = DThreshold,,q

E=next(EnumRule,,... EnumRule,q)
T=next(DThreshold,,...DThreshold,.)

Y
OOunCIeHHS pO3Mipy
kommoHeHTiB [IB3 mist

ALM wmerony BOyIOByBaHHSA

Py = Paramy,.. &
Pr= Parampyayx

Py=next(Paramy ... Param )
Pr=next(Paramjy... Paramjy.)

Bo6ynosysanns 11B3 3 nonepeas010 Pemyxuis
M AroToBKOK iH(pOpManiiHOro 00'ekTa KOHTPOJIbHUX
TIPOTPAMHOTO KOy JTaHHUX

Kinenp )« ! \(3)/0

Puc. 3. Biiok cxema BUKOHAHHS iIHTEPBAJILHOIO METOAY OTPHMAHHS CTEro-K/I1H04a
JJ1s1 BOy10BYBaHHs 1M (PoBOro BoasiHOro 3naka (I{B3)
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nr(pOBOTO BOISHOTO 3HaKa y mporpamHmii ko7 FPGA [17] Ta meTox BOyIOByBaHHS, Opi€HTOBAaHUN Ha JI0IaTKOBE BUKO-
puctanHs crienianizoBanux OmokiB Adaptive Logic Momymi (ALM) [18] FPGA.

Jis excriepuMeHTaNBbHOTO TOCIiKEHHS METOIy, 3allpONOHOBAHOTO Y CTaTTi, OyI0 po3poOJIeHO BiAMOBiIHE IMPO-
rpamHe 3abe3nedeHHs. [lane mporpaMHe 3a0e31eYeHHs] BHKOPUCTOBYE B IKOCTI KOMIIOHEHTIB IIPOTPaMHi MO, SKi pea-
Ti3yI0Th 0a30BHI METON BOYJOBYBaHHS II(PPOBOTO BOASHOTO 3HaKa B porpaMuuil kox FPGA, ALM-6a3oBanwuii MeTox
BOYZIOBYBaHHS Ta MeETOZ BOYIOBYBaHHS 3 TOIEPEIHBOIO IITOTOBKOIO iH(POPMAIIHHOTO 00’€KTa MPOTPAMHOTO KOIY
FPGA. Po3pobnennii mporpaMHUil JONATOK MpUiiMae iHTepBAIBHUI CTETO-KIII0Y, ITepaIliifHo, BiAMOBIIHO /IO TTOCIiOB-
HOCTI IIiff MeToxy, rmepedupae iHTepBalbHI KOMIIOHEHTH I[HOTO KIF0Ya Ta OTPUMYE PO3MIpH KOMIIOHEHTIB HU(POBOTO
BOJISTHOTO 3HAKa JUIA 3aCTOCOBYBAHMX METO/IIB BOYJOBYBaHHSI.

Ha ocHOBI po3po6:1eHOro mporpaMHOro J0AaTKy OylI0 BUKOHAHO EKCIIEpUMEHTAIbHE TOCIiIKEHHS 3aIIPOIIOHOBAHOTO
metony. I1ix yac mpoBeneHHs excriepuMenTy Oyio 3amissHo 8 FPGA-mpoekTiB pisHOTO po3Mipy Ta mpu3HaueHHs. CHHTE3
MIPOEKTIB Ta OTPUMAHH HU3BKOPiBHEBOTO MporpamMuoro kony FPGA Bukonysanmcs y cucremi Intel Quartus Prime [19].

Mertozanka MpOBEAEHHS €KCIIEPUMEHTY TOJIATajia B MOPIBHSAHHI PE3yNIbTaTiB, OTPUMAHNUX 3 BUKOPUCTAHHIM 3BUYAM-
HOTO Ta IHTEPBAJIHHOTO CTETO-KIIOUiB. B SIKOCTI KOMITOHEHTIB 3BUYaHUX CTETO-KITIOYiB P IIbOMY BUKOPHUCTOBYBAIHCH
MiHIMaJIbHI 3HAYCHHS TapaMeTPiB IHTEPBAaJIBHUX CTETO-KITFOUiB.

3a momomororo 000X KITIOUiB (opMyBaBcs MU(PPOBHUN BOASHUI 3HAK y mpocTopi KoxHOTO 3 FPGA-mpoekTiB, 110
0epyTh yJacTh B eKcriepuMeHTi. [Ipn mocTaTHROMY TSI BUPILICHHS 3a1a4i MOHITOPUHTY e(peKTHBHOMY 00cs3i mudpo-
BOTO BOJSTHOTO 3HAaKa BUKOHYBAJIOCs BOYIOBYBAHHS BOASHOTO 3HAaKa 3 KOHTPOJIBHUMHU JaHUMH B iH)OPMAIIHHUI KOHTEH-
Hep nporpamuoro koxy FPGA. Ilicns 11p0r0 3a cTero-KirodamMu MPOBOAMIOCS BUTATAHHS NU(POBOTO BOISHOTO 3HAKa
3 KOHTEHHEepa, MO/ 10T0 Ha KOMITOHEHTH Ta OTPUMAaHHS KOHTPOJIBHHUX JTaHUX.

Ha puc. 4 HaBeneHO NOPIBHSIHHS, OTPUMAHUX B PE3yJbTaTi €KCIIEPUMEHTY, e(heKTHBHHUX OOCSTIB MIUPPOBUX BOITHUX
3HAaKiB, P 3aCTOCYBAaHHI 3BUYAHOTO MiAXOMy 10 (OPMYBAHHS CTETO-KJIIOYa Ta IIiIXOAY, 3aIPOIIOHOBAHOTO B JaHIN
pobori. Ha puc. 4, @ Ha ropu30HTaNBHIH 0Ci TOKa3aHi HOMepH eKcrepruMeHTanbHIX FPGA-TIPO€eKTIB, BIOPSAAKOBAHAX 32
3pOCTaHHSAM OOCSTY amapaTHUX PecypciB, HA BEPTHKAIBHIN OCi BiKIaIeHO OTPIUMAaHUI e(peKTUBHUIN 00CAT H(pPOBOTO
BOJISTHOTO 3HAKa, BUPAKEHUH y KiTbKocTi po3psaniB. Ockinsku FPGA-nipoekT Ha puc. 4, @ BIOPSAAKOBaHI 32 3pOCTAHHAM
o0csTy amapaTHHUX pecypciB, Mae Micie 30UIbIICHAS €(EeKTHBHOTO 00CATY HHU(POBOTO BOASHOTO 3HAKa BiAMOBITHO 0
kimpkocti OmokiB LUT B mpoekti. OgHAaK, SK BUAHO, €PEKTHBHAN 00CAT IU(POBOTO BOASHOTO 3HAKA, OTPUMAHUHA IpH
3aCTOCYBaHHI 3aIIPOTIOHOBAHOTO TIiIXOY, AJIS KOKHOTO €KCIIEPHMEHTAIBHOTO POEKTY € OUTBIINM 32 00CST, OTpUMaHHUN
TpamumianM nsxoMm. Ha puc. 4, 6 mokazaHo BigHOCHE 301TbIIeHHS €PEKTUBHOTO 00CATY IHM(POBOTO BOISHOTO 3HAKA,
OTpHMaHE 3a PaxXyHOK 3aCTOCYBAaHHS MPOMO3HUIii gaHoi poOoTH. BimHocHe 30iibmieHHS e(peKTHBHOTO 00CATY HE Mae
MIPSIMOT 3aJISKHOCTI BT 00CATY pecypciB MPOEKTY, ajie s BENUKHX, 3a KUTbKoCThIo O5okiB LUT, mpoekTiB (mpoektu 5—8)
30unbIneHHs o0cary nepesuirye 20 %. Jlyxe mane 301IbIIeHHS, OTPUMAHE ISl IPOEKTY 4 € pe3ynbTaToM crenudikn
HOTO CTPYKTYpH, B sKiii Ha MHOXKHUHI 0J0kiB LUT mae miciie 3Ha9HO OinbIie 3B s3KiB, HIXK IS 1HITNX MPOEKTIB, 0 Oymn
BHUKOPHUCTaHI B €KCIIEPUMEHTI.
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Puc. 4. PeaynbTaTn eKCIIEPUMEHTAJIBHOTO JOCIiIZKeHHS 3alIPOTNIOHOBAHOI0 METOAY:
1 — epexTUBHHUIA 00cAT HUGPOBOro BOASTHOIO 3HAKA MPH 32CTOCYBAHHI 3alIPONIOHOBAHOI0 METOY;
2 — 00cSAT NPHU 32CTOCYBAHHI 3BHYAHHOIO CTEro-K/I104a

B 1inomy pe3ynbraru eKCIIepUMEHTIB TOKa3yl0Th, 1110 3aIIPONIOHOBAHNUI METOI J1a€ 301IbIICHHS e()eKTUBHOTO 00CATY
1(POBOro BOASHOIO 3HaKa. B cepeqHbOoMy 3a pe3yabTaTaMH IPOBEJEHOTO eKCIEPUMEHTANIbHOTO JOCTIIKEHHS BUKO-
pHCTaHHS 3alIPOIIOHOBAHOTO METOY J03BONIMIO Ha 22,8 % 30unbmmTH e(heKTUBHUI 00CsT 1IM(POBOr0O BOISHOTO 3HAKA.
Lle nae MOXJIMBICTP BUKOPHUCTATH KOHTPOJIGHI JaHi OLTBIIOT CYKYIHOI PO3PSAHOCTI Ul TIPUXOBAHOTO MOHITOPUHTY
XapakTepucTUK Oe3neku nporpamuoro kony FPGA. Takum 4yrHOM, eKCIIepUMEHTAIbHE JTOCIIPKEHHS 3aIlIPOIIOHOBAHOTO
T IXO/Ty 10KAa3aJIo0, 10 METy JIaHOi pOOOTH JIOCATHYTO 3aBJISIKK TOMY, IO METOJ JI03BOJISIE 30UTBIINTH epEeKTHBHUIT 00CsT
IU(POBOTO BOJSHOTO 3HAKA, SIKMH BUKOPHCTOBYIOTHCS JUIsl IIPHXOBAHOTO 30epiraHHst KOHTPOJIILHHUX JaHUX.
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BucHoBku

VY crarTi NpoNoHy€eThCS METO IHTEPBAJILHOTO (POPMYBAHHS CTETO-KIJIIOYA IijJ Yac BOYJIOBYyBaHHS IHU(POBOTO BOIS-
HOTO 3HaKa y mporpamMHauii ko MikpocxeM FPGA. Merop cipsiMoBanuii Ha 301UTbIIEHHS €(EKTHBHOTO 00CSTY IU(PPOBOTO
BOJISTHOTO 3HAaKa, MPU3HAYCHOTO ISl cTeraHorpadiyHoro 30epiraHHs KOHTPOJIBHUX JAHUX MPH BUKOHAHHI MPUXOBaHOTO
MOHITOPUHTY XapaKTepHCTHK Oe3neku nporpamuoro kony FPGA.

OcoOnuBICTH 3aIPOITIOHOBAHOTO METOJTY IMOJISITa€ y BUKOPHCTaHHI IHTEPBAaJIbHUX KOMITOHEHTIB CTETO-KJIIOYa 3aMiCTh
TOYKOBHX KOMIOHEHTIB. Lle 103BoJIsiE aanTyBaTh KIFOY 0 KOYKHOTO KOHKPETHOTO CTETO-KOHTEeHHEepa MpOrpaMHOTO KOIY
FPGA 3 MeTor0 30UIbIIEHHST €)EKTUBHOTO 00CATY IHU(POBOTO BOASHOTO 3HaKa, SIKMH BOYIOBYETHCSI B KOHTEHHED.

[IpoBenene excriepuMeHTAIBHE JOCIHIKEHHS METOY ITOKa3aj0 HOro e(eKTHBHICTh MOPIBHSHO 3 METOJaMH, II0
0a3yroThCsl Ha TOYKOBUX ITapaMeTpax cTero-kioda. [ ekcriepuMeHTaIbHUX TPOEKTIB BIAIOCS JOCSATTH CyMapHOTO
30UIBIICHHS PO3PSJHOCTI KOHTPOJIBHUX IAaHUX, IO JI03BOJISIE 30UTBIIUTH KiIBbKICTh BHJIIB IPUXOBAHOTO MOHITOPHHTY
XapaKTepUCTHK Oe3IEeKH IporpaMHoro koay MikpocxeMm FPGA.
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INPOTHO3YBAHHA KIBEPATAK 3A JOITIOMOI'OIO AJITOPUTMIB
IITYYHOI'O IHTEJEKTY BUSABJIEHHSA AHOMAJIIA

YV nayxositi cmammi B. B. Bandypu, M. B. Kpuxicoxoeo ma B. 1 Yyoux «Ilpoeno3ysanus Kibepamax 3a 00nomocor
ANOPUMMIG UMYUHOO THIMENLEKMY BUSBTIEHHS] AHOMALIIY PO32TIA0AEMbCS HOBA MOOENb Ol e(HeKMUBHO20 NPOCHO3Y6AH-
HSl KIDepamaxk, sika 6UKOPUCTNOBYE IHHOBAYIUHI Memoou analizy ma eusasienHs anomanit. Mema docniodxcens 30cepeo-
JiceHa Ha po3pobyi ma 6npoBadNCeHHI ANOPUMMIE WHYUHO20 THmeneKny O/ NPOSHO3YEAHHs Kibepamak yepes 6Usis-
JIeHHs aHoManil y Kibepnpocmopi. Y cyuacnomy yugposomy ceimi, 0e odcsae 0anux i CKIaOHICMb Mepedtcesux CmpyKmyp
NOCMIUHO 3DOCMAE, CMAE KPUMUYHO 8ANCUBOIO 30AMHICTb WEUOKO | MOYHO 8UASIAMU NOMeHYIlUHT 3a2po3u. Bukopuc-
MAHHA WMYYHO20 THMeLeKmy 6 Yitl chepi 0036014€ He nuiLe asmomMamu3ys8amu npoyec MOHIMopUHey ma andaiizy OaHux,
ane u 3abe3neuumu OibU BUCOKY MOYHICIb NPOSHO3IE.

Ocnogna ysaea npudiisicmvcsi NOCOHAHHIO KIIbKOX Nepe008UX MeXHONO2I WMYUHO20 THMENeKmy, 30KpeMd peKy-
peHmuux Hetponnux mepedxc (RNN), mexanizmy ysaeu, 3eopmrogux neuponnux mepedxc (CNN), osonanpasnenux mepeic
(Bi-RNN) ma mpancgopmepis. 3anpononosana mooeib NoEOHYE nepesazu Yux mexHoa02it 0t CmeopeHHs: KOMNIEKCHO20
nioxo0y 00 8UABLEHH AHOMANIU ) 8eIUKUX 00CA2aX OAHUX, 3I0PAHUX 3 pi3HUX O0Jcepen. Bukopucmanmus mexanizmy ysaeu
00360715€ MOOENi 30CEPeOHCYBAMUCH HA HAUDITbUL SHAUYUUX YACTNIUHAX OAHUX, MOOI AK 320PMKO8I HEeUPOHHI Mepexci nio-
suwyIoMb epekmusnicms 0OpoOOKU NPOCMOPOBUX 3anexdCHOCell Y OaHuX. /{eoHanpasieni mepexci 3abe3neuyroms ananis
OaHUX y 080X HANPAMKAX, W0 00360IAE GUAGIAMU OibUL CKIAOHT namepHu ma Kopensyii, a mpauncgopmepu 3abesneyy-
0Mb BUCOKY ehekmusHicmb 00pOOKU 8eIUKUX NOCTIO08HOCMEU OAHUX. Y pe3yibmami, 3anponoHo8aHA MOOelb OeMOH-
CMPYE BUCOKY MOYHICMb NPOSHO3Y8AHHS KIOepamax ma 3HAYHO 3MEeHULYE KIIbKICIb XUOHO NOZUMUSHUX CIPAYbO8YEAHD,
Wo cnpusie niosUUeHHIO PiHs Kibepbe3neKku ma 3axucmy iHhopmayitHux cucmem.

ITumeepayia 3e0pmKo6ux peKypeHmHUX HeupoHHUX mepexc i mpancgopmepis y €OuHy mooensv 3abe3neuye 8UCOKUL
pisenb adanmueHocmi 00 HOBUX MUNi6 3a2po3 I AHOMANIU, WO NOCMILHO BUHUKAIOMb Y Kibepnpocmopi. Modens demon-
cmpye cmadinbHy npooyKMUSHICMb HAGIMb NPU AHANIZT 6ENTUKUX 00CA2I6 OAHUX Y PEANbHOMY YACT, W0 € KPUMUUHO 8AJIC-
JIUBUM OJIsL CYUACHUX cucmem Kibepoesnexu. Bucoka mounicmo [ weUOKIicmb 00poOKU 0aHux pobums yio MoOeib NPaK-
MUYHOI MA HAOTUIHO O 8UABIEHHS KIOepamax.

Knrouoei cnoea: npoenosysanus Kibepamax, 320pmMKo8a HeUPOHHA Mepexcd, MEXAHI3M Y8dau, GUABTEHHs AHOMAILL.
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PREDICTION OF CYBERATTACKS
USING ANOMALY DETECTION ARTIFICIAL INTELLIGENCE ALGORITHMS

In the scientific paper by V.V. Bandura, M. V. Krykhiskyi and V.I. Chudyk titled “Prediction of Cyberattacks Using
Anomaly Detection Artificial Intelligence Algorithms”, a new model for effective cyberattack prediction is examined.
This model employs innovative methods for analyzing and detecting anomalies. The research focuses on developing and
implementing artificial intelligence algorithms to predict cyberattacks by identifying anomalies in cyberspace. In today s
digital world, where data volume and network complexity are continuously increasing, the ability to quickly and accurately
identify potential threats becomes critically important. The use of artificial intelligence in this field not only automates
the process of data monitoring and analysis but also ensures higher prediction accuracy.

The main focus is on combining several advanced artificial intelligence technologies, such as recurrent neural networks
(RNN), attention mechanisms, convolutional neural networks (CNN), bidirectional networks (Bi-RNN), and transformers.
The proposed model leverages the advantages of these technologies to create a comprehensive approach to anomaly
detection in large volumes of data collected from various sources. The attention mechanism allows the model to focus
on the most significant parts of the data, while convolutional neural networks enhance the processing of spatial dependencies
in the data. Bidirectional networks enable the analysis of data in both directions, allowing the detection of more complex
patterns and correlations, and transformers ensure efficient processing of large data sequences. As a result, the proposed
model demonstrates high accuracy in predicting cyberattacks and significantly reduces the number of false positives,
contributing to increased cybersecurity and protection of information systems.

The integration of convolutional recurrent neural networks and transformers into a single model provides a high level
of adaptability to new types of threats and anomalies that continuously emerge in cyberspace. The model shows stable
performance even when analyzing large volumes of real-time data, which is critically important for modern cybersecurity
systems. The high accuracy and data processing speed make this model practical and reliable for detecting cyberattacks.

Key words: cyberattack prediction, convolutional neural network, attention mechanism, anomaly detection.

IocTanoBKa nmpodaemMu

[Iporao3yBanHs KibepaTak 3a JOITOMOTO0 anTOpuUTMiB mTygHOro iHTENeKTy (I1II) € HOBaTOPCHKUM ITiIXOIOM, SIKUI
Ma€ BeWYE3HIUH TOTEHITIaN 171 MOKpaIIeHHs KidepOe3nexkn. BukoprucTanHs anropuTMiB ISl BUSABIICHHS aHOMAJIH MOXKe
3HAYHO ITiABUIIUTH 3aTHICTh BUSBIIATH 1 pearyBaTH Ha 3arPO3H, TIEPII Hi’kK BOHU 3aBAAIYTh IITKO/H.

KinmpkicTs KibepaTak 3pocTae 3 KOKHUM POKOM, i BOHH CTAIOTh BCE ORI CKIIaTHIMH Ta HeOe3meuHnMu. Bukopucranas
LI mmst BUSBIEHHS aHOMAIIil JOTIOMarae BYacHO BHSIBIIATH Ta 3armoliraté 3arpo3am. KiGeparakum MOXYTh MPHU3BECTH
70 3HAYHUX (DIHAHCOBUX BTPAT, BUTOKY KOH(DIACHIIHHUX TAaHWX Ta MOPYIICHHS POOOTH BAXIMBUX iHOPACTPYKTYD.
[IporHo3yBaHHs Ta 3amoOiraHHS TaKUM aTakaM MO)ke 3MEHIIUTH Li pusuku. LI mo3Boisie aBTOMarH3yBaTH IIPOLEC
BHSBJICHHS aHOMAJiH Ta IIBHAKO pearyBaTH Ha 3arpo3H, IO 3HAYHO IiIBHUINYE €(PEKTHBHICTh CHCTEM KiOepOe3meKH.
Kibep3mounHIli MOCTIHHO BIOCKOHAIIOIOTE CBOi MeToau ataku. Buxopucranus LI nomomarae BifcTexyBaTH HOBI TeH-
JICHITI1 Ta aJanTyBaTH 3aXMCHI MEXaHi3MH 0 HOBUX 3arpo3.

[Ipobnema mporao3yBaHHs Kibeparak 06a3yeThesi Ha HEOOXiTHOCTI MiBUIIEHHS e(h)eKTUBHOCTI KibepOe3neKn B yMo-
BaX 3pOCTAIOY0i CKIATHOCTI Ta 4aCTOTH Kibeparak. CydacHi METOIM 3aXHMCTy 9acTO HE B 3MO031 BUABJIATH Ta pearyBaTy Ha
HOBI Ta CKJIaHI 3arpO3H BUACHO, 10 IPU3BOIUTH A0 3HAYHUX BTPAT i IMOPYIICHb Y poOOTi OpraHizamiif Ta iHhpacTpyKTyp.

OpnHi€I0 3 OCHOBHHX MPOOJIEM € BelTHKa KUTbKICTh JaHUX, SIKi MOTPIOHO aHANi3yBaTH AJIS BHUSIBICHHS MOTEHITIHHUX
3arpo3. Kimacwdani MeToan aHamizy JaHUX He 3aBKAM 34aTHI e(heKTHBHO 00poOaTn Taki obcsarn iHpopmallii Ta BUSBIATH
aHOMaJI{, 0 pOOUTH IX BPAa3JIMBUMHU JUIS HOBUX Ta CKJIAQJHHX aTak. AJTOPUTMH MAIlIMHHOTO Ta INIMOOKOTO HAaBYAHHS
MOYXKYTh BUKOPHCTOBYBATHUCS JIJIs1 aBTOMAaTH30BaHOTO aHAJII3y BETMKUX MACHBIB JAHUX 1 BUSBICHHS iT03pUTHX aKTHUBHOC-
Tel, IKi MOXKYTh CBIIYUTH IIPO KibepaTaku.

[Ie onmHi€r0 Ba)XIIMBOIO MPOOIEMOIO € IIBUAKICTh pearyBaHHs Ha 3arpo3u. B ymMoBax MIBHIKO 3MiHIOBaHOTO Kibep-
naHAmadTy BaXIMBO HE TUIBKU BUSIBUTH 3arpo3y, aje i mBHIKo 3pearyBary Ha Hei. LI 1o3Boiste aBTOMaTH3yBaTH Npo-
[IeC pearyBaHHA Ha iHIUACHTH, IO 3HAYHO 3MEHIIIY€E Yac BiJ] BHABICHHS A0 HEUTpaJIi3allii 3arpo3u.

Kpim Toro, kibep3mo9nHIIi MTOCTIIHO BIOCKOHATIOIOTH CBOi METOAM aTakH, 10 POOUTH TPAAHMLiHHI METOAN 3aXUCTY
neepexTuBHUME. L11] 103BONISAE aganTyBaTH 3aXUCHI MEXaHI3MHU JJO HOBUX 3arP03, BAKOPUCTOBYIOUH aHAJI3 MTOBEIIHKHI Ta
[IPOTHO3YBAHHS MOXJIMBHX CLIEHAPIiB aTak.

OTxe, mpobieMa MPOrHO3yBaHHS KibepaTak 3a JOTIOMOTOI0 aJTOPHTMIB IITYYHOTO iHTEJIEKTY BHUSBICHHS aHOMAiH
€ Ha/[3BMYAITHO BOKIIMBOIO JUIA ITiIBUIIEHHS KiOepOe3nekn Ta 3aXUCTy Bi HOBUX Ta CKJIAJHUX 3arpo3. Buxopucranus 11
JUTsL aBTOMATHU30BAHOTO aHalli3y JaHHX, IBUAKOTIO pearyBaHHs Ha IHIUJICHTH Ta aJanTamnii 10 HOBUX 3arpo3 Ma€ BeJIHKUH
TTOTEHITial /1 3a0e3nedeHHs Oe3MeKH OpraHi3aniil Ta KpUTHIHHUX 1HPPaCTPyKTyp.
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[Iporao3yBaHH: KibepaTak 3a JOITOMOTO0 anropuTMiB mrTy4gHoro inTenekTy (III) BusBneHHs aHOMATIH € TUHAMIY-
HOIO TalTy3310, sIKa OCTIHHO PO3BUBAETHCA. [1epCIIEKTHBHUMH HaM NIPEACTABISAIOTHCS KiJTbka HOBUX IMIJIXOIIB Ta TEXHO-
JIOTiH, IKi TOKpAIIaTh MPOrHO3yBaHH: KibepaTax:

1. BuxopucTaHHS reHepaTUBHUX 3MaraabHIX Mepek (GANS) 11 CTBOPEHHS CHHTETUYHUX JaHUX, SKi MOXKYTh OyTH
BUKOPHCTaH1 11t HaB4aHHs Mozeneit 111, 1o Jo3BONUTE MOKPAIIUTH TOYHICTD BUSBICHHS aHOMaIiil, 0COOINBO y BHIIaJI-
Kax, KOJIM peajibHi JaHi oOMekeHi a0 BayKKOJOCTYTIHI.

2. Buxopucranss niacumoBainbHoro HaBuaHHs (Reinforcement Learning) muist ananTuBHOTO BUSABIEHHS 3arpo3. Lleit
miaxin mo3Bosste cucreMam LI HaBdaTHCsS Ha OCHOBI 3BOPOTHOTO 3B’SI3KY Ta MOCTIHHO BIOCKOHAITIOBATH CBOi METOIN
BUSIBJICHHS 3aIpo3.

3. BuxopuctanHs rpadoBHX HEHPOHHUX MEPEX I aHAJI3y MMOBEIIHKOBUX MaTepHIB y Mepekax. Lle mo3Borsie BusB-
JIATH CKIIaIHI B3a€MO3B’3KH MIXK ITOJIiSIMH Ta IIPOTHO3YBATH MOKJIMBI aTaKH Ha OCHOBI ITUX B3a€MO3B’S3KiB.

4. BUKOPHCTaHHS KOTHITUBHUX OOYHCIIEHb JUISi CTBOPSHHS CaMOHABYAJIBHUX CUCTEM, SIKI MOXKYTh aJJalTyBaTHCS JI0
HOBHX 3arpo3 Ta MPOTHO3YBATH iX Ha OCHOBI aHATI3y BEIUKUX OOCATIB JaHUX.

i HOBI miaXOAM Ta TEXHOJIOTIi MOXKYTh 3HAYHO IMTOKPAIIUTH €(peKTUBHICTh IPOTHO3YBAHHSA KibepaTak Ta 3a0e31eunTi
BHIIMIA PiBeHB KiOepOe3nekn A opraHizarii Ta iHppacTpyKTyp.

AHaJIi3 ocTaHHIX AocTizKeHb i myOmikaniii

OcTaHHI TOCHiKEHHS Ta MyOIiKarlii 3 MPOrHo3yBaHHs KibepaTak 3a JOMOMOTOI0 alTOPUTMIB IMITYYHOTO iHTEIEKTY
JIEeMOHCTPYIOTh 3HAYHU Mporpec y ik ramysi. Y crarti [1] mpencrasieno HoBy monens Cuttlefish-based Peephole Long
Short Term Memory (CbP-LSTM), sika BUKOPUCTOBYETHCS ISl POTHO3YBaHHA KiOep3arpo3u 3aXWCTy JaHHUX BiJl aTak.
Mopens mokasaiia BUCOKY TOUHICTh y BHSABJIICHHI 3aTPO3 3aBISKH MOTEpeHiil 00poOIi JaHWX Ta BUKOPUCTAHHIO (DYHKIII
¢binpTparnii urymy.

VY mocmimkenHi [2] po3mIsAaOTECS Pi3HI METOAW MAIIMHHOTO HABYAHHS, Taki sK TpadoBi HEHPOHHI Mepexi, 3Ma-
rajbHe HaB4YaHHs, (efepaTHBHE HABYAHHA, MOSCHIOBAHWH IITYYHHH IHTENICKT Ta HaBYaHHS 3 MiIKpiruieHHsIM. Koxen
3 IIIX METO/IB BiAirpae BayKJIMBY POJb Yy MOKPAIICHH]I BUABICHHS Ta 3aro0iranHs Kidep3arpozaM. 3po0iieHO BHCHOBOK,
110 IIi TIepeIOBi aJTOPUTMHU Pa30M ITiABUINYIOTH €(peKTHBHICTh, TOYHICTB 1 IIPO30PICTh 3aX0/iB KibepOesnekn, 3a0e3mneqy-
F0YM HaAIHHUH 3aX¥CT BiJ HOBHUX Kibep3arpos.

VY poborti [3] aHaMi3yIOTHCS MO MPOTHO3yBaHHS KidepaTak Ha OCHOBI MAIIMHHOTO HABYAHHSA Ta iX €(PEKTHBHICTh
y pO3MHPEHHI MOKITUBOCTEH BHSIBICHHS 3arpo3. J{oCIiKeHHS TaKoK PO3TIIAAa€ OCHOBHI MMPOOIEMH TEXHOJOTIH MTyd-
HOTO HTETIeKTY, TakKi K (piHAHCOBI 0OMEKEHHS Ta HEOOXiIHICTh BEIHMKOI KITBKOCTI TaHUX JJIS HABYAaHHS.

Crarts [4] po3misiae, K IITyYHUH iHTETIEKT, BKITIOYAI0YH MAllIMHHE HAaBYaHHS Ta TITNOOKE HABYAHHS, Pa30M 3 METaeB-
PUCTHYHHMH aTOPUTMAMU, MOJKE TIOKPAIIITH BUSBICHHS KibepaTtak. JlociKkeHHs BKITIOUae aHai3 MOHA IIiCTACCATH
OCTaHHIX JOCHIKEHB, III0 TOKAa3yIOTh e(heKTUBHICTH ITMX METOIB Y BHSBICHHI Ta O00pOTHO1 3 pi3HUMH Kibep3arpo3amm.

VY poborTi [5] po3risaaaroThes pi3Hi METOAN MAIIMHHOTO HABYAHHS, TaKi sIK TpadoBi HEHPOHHI MEpEXi, MiACHITIOBAIIEHE
HaBUaHH, QenepaTuBHE HaBYaHHS, moscHioBanbHUH LI Ta migcumroBanbHe HaBuaHHS. KoykeH 3 X METOIB Bimirpae
BaXXJTUBY POJTb Y TIOKpAIICHHI BUSABJICHHS Ta 3aMo0iranHs Kibep3arposam.

DopMyTIOBAHHS METH J0C/i/IZKEHHS

Merta mocmimkeHHS 30cepepkeHa Ha po3podbmi Ta BhpoBamkeHHI anroputmi LI mms mporrosyBaHHS KibepaTax
Yyepe3 BUSABICHHS aHOMANii y KibepmpocTopi. Y cydacHOMY HHU(POBOMY CBITi, /Ie 00CAT MaHUX 1 CKIAIHICTh MEpexe-
BHX CTPYKTYp MOCTIHHO 3pOCTAa€, CTa€ KPUTHYHO BAYKIMBOIO 3AATHICTH MIBUAKO 1 TOYHO BHSIBIISATH MOTEHIIHI 3aTpO3H.
BuxopucTaHHS MITY9HOTO iHTENEKTY B Wil chepi H03BOJSAE HE JIMIIE aBTOMATH3YBATH MPOIIEC MOHITOPHHTY Ta aHATI3y
JAHWX, aje i 3a0e3mednTH OLTbIT BUCOKY TOUHICTh MIPOTHO3IB.

HocnimkeHns nepexdadae BUBYCHHS PI3HOMAHITHHX MiJXOIIB Ta aJTOPUTMIB IS BUSBICHHS aHOMAJii, TaKuX sK
MaIIvHHEe HaBYaHHS, IMTHOO0KE HaBUYaHHS, HEHPOHHI Mepeski Ta iHmm Metoau. OCHOBHA MeTa MOJISTaE B TOMY, II00 BHSIBUTH
HalleeKTHUBHIII 3 HUX JUTSA aHaJIi3y BEIHKOI KUTBKOCTI TaHUX Y PeaJbHOMY Yaci, a TAKOXK IS afanTallii 10 HOBUX THIIIB
3arpo3. BaxmmBUM acmieKToM JOCIIHKEHHS € TaKOX PO3poOKa METOIB 3MEHIICHHS KiTbKOCTI XHOHHX CIIPAIIOBaHb Ta
TiABUIIEHHS TOYHOCTI BUSIBIICHHS ICTHHHHX 3arpo3.

Pesynprarn mocnimKeHHS HagaayTh HOBI iHCTPYMEHTH AU KibepOe3neK, sKi 3MOXKyTh IIBUIKO pearyBaTd Ha HOBI
BHKITUKH Ta 3aTPO3H, 1[0 MOCTIHHO BUHUKAIOTH Y TII00anbHiN Mepexi. Lle cnpustume 3abe3medeHHIo 3aXUCTy KpUTHIHOT
1HPPACTPYKTYypH, KOMEPIIHHUX Ta YPAAOBUX YCTAHOB, & TAKOXK OCOOMCTHX JAaHUX KOPUCTYBAUiB.

Buk/ageHHs 0CHOBHOTO MaTepiay A0CTiTKeHHS

Jis mporHO3yBaHH Ta BUABICHHS KibepaTak MPOMOHY€THCSI BUKOPHCTOBYBATH peKypeHTHI HeliporHi mepexi (PHM),
10 TO3BOJIMTH MOJIETIOBATH YaCOBI PSIIM JaHUX i BUSBIATH aHOMAIIi B MaTTepHaX Tpadiky, sSKi MOXKYTh CBIIYUTH PO
kibepaTaxy.

11106 Bukopuctatn PHM st BusBnenHs kibeparak, HE0OXiTHO CIIEpIIy MiATOTYBaTH JaHi. BaxmBo 3i0paru Biamo-
BiJTHI 9aCOBIi PsIIN MEPEKEBOTO TpadiKy, sIKi BKIIOYAIOTh HOPMaJIbHI AaTEePHU 1 MPUKJIAIA aHOMAJIBHUX MoAiH. [{e MoXyTh
Oytu pizHi Tunm Tpadiky, Hanpukian, HTTP-3amuti, DNS-3amuTH, nani npo 3’eqHanss. JlaHi MOBHHHI OyTH IOTIEPEIHBO
00po0bJIeHi, OUMIIeH] Bi IIyMy Ta PO3IiIeHI Ha TPEHYBaJbHY, BaJialliifHy Ta TECTOBY BUOIPKH.
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HactymanM xpokom € ctBopeHHs Moaeni PHM 3 moBrorpuBairy KOpOTKOTEpMiHOBY mam’aTk. Monens Oyne ckiana-
THCS 3 IIapy BXiTHUX JaHUX, OTHOTO a00 JEKITBKOX IIApiB JOBrOTPHBAJIOI KOPOTKOTEPMIHOBOI MaM’ATi Ta BHXiTHOTO
mapy. BXigHwuii mmap oTpuMye TOCTiIOBHICTh JAHUX MEPEXKEBOTO TpadikKy, siKa MOTIM NepeIacThCs 0 HACTYITHUX MIapiB
U 00pOOIeHHS WX TOCHTITOBHOCTEH, 30epiraroun iH(opMariro mpo MonepeHi CTaHH Ta BUSABISIFOYH JOBIOCTPOKOBI
3aNIeKHOCTI B JAHWX. BUXiTHMI IIap 1a€ MPOTHO3, UM € 1aHi aHOMaJIbHUMH YU Hi.

[lig gac TpeHyBaHHSA Mepeka HaBYAETHCS PO3IMI3HABATH MMAaTepHH HOPMAJIbHOTO TpadiKy Ta BiAPI3HATH iX Bix aHO-
ManpHUX. L{e poOuThCs misixoMm MiHIMI3aMii GyHKIIT BTpaT, SKa BUMIPIOE PI3HUIIO MK IIPOTHO30BAHUMHE Ta (PaKTHIHUMUA
3HaYeHHAMH. TyT BaKIMBOIO 33/1a4€i0 € BUOIp ONTHMAJIBHHUX IMapaMeTpiB MOJENi, Taki K KimbKicTe LSTM-HeipoHis,
KUTBKICTh IapiB, MBUAKICTh HABYAHHS 1 TaK i, 00 JOCATTH BUCOKOi TOYHOCTI MIPOTHO3IB.

[Ticns TpeHyBaHHS MO HEOOX1THO TIPOBECTH 11 BaJIiIaIlil0 Ta TECTYBaHHS Ha OKPEMIX Ha0Opax MaHMX, 100 mepe-
KOHATHCA y 11 3MaTHOCTI TOYHO BUSABIATH aHOMalii. Monens MOBUHHA MaTH BHCOKY UyTJIUBICTH (IJIST BUSBICHHS BCiX
MTOTEHIIMHNX aTaK) i BUCOKY CIIeII(iuHICTh (71 MiHIMI3aIlli TOMITKOBUX CIPAIlOBaHb). Lle Moxxe BUMaraTu HaJaIry-
BaHHS IIOPOTOBUX 3HAYEHb JJIS1 BU3HAYCHHS aHOMAIIIH.

[Ticns ycminrHOTO TEeCTyBaHHS MOJENh MOJKHA BIIPOBAIHNTH Y peajbHE cepemoBuie. BoHa Oyme mocTiifHO aHami3y-
BaTH BXiJHI JaHi MepekeBoro Tpadiky y peaTbHOMY 4aci i BUABIATH aHOMAJil, IKi MOXKYTh CBIIYUTH TPO Kibeparaxy.
Pesynprarn aHamizy MOXyTh OyTH BHKOPHCTaHI ISl aBTOMAaTHYHOTO pearyBaHHA Ha 3arpo3d abo it iHGpOpMyBaHHS
(haxiBmiB 3 KiOepOE3MEKH TS IOAATIBIIOTO PO3CITIYBAHHS 1 BXKUTTS 3aXOIiB.

Jnst ynocKOHaNICHHS! BUKOPUCTAHHS PEKyPEHTHUX HEHPOHHUX MEPEXkK sl MPOTHO3YBAHHS MPOIIOHYETHCS BIIPOBA-
JDKEHHS MexaHi3My yBaru (MY). MexaHi3m yBaru J03BOJTUTH MOJIEIN 30CEPEKyBATHCS Ha HAHOLTBII BaYKIITMBUX YaCTH-
HaX TOCTITOBHOCTI TaHUX, [0 3HAYHO ITiIBUIILY€ TOYHICTH IPOTHO3IB 1 €PEKTHUBHICT 0OPOOKH TOBTUX MOCIITOBHOCTEH.

MY HagacTe MOXIUBICTh BU3HAYATH, SKi YACTUHH BXITHUX JAHUX € HAHOUTBII BAYKIMBUMH IS IPOTHO3Y B KOKHUI
MOMEHT 4acy. L{e 0co0nrBo KOPHUCHO PH aHATi31 MepekeBOro TpadiKy, e AesKi Mo/l MOKYTh MaTH OiNBIINI BILIHB Ha
3araibHy KapTHHY, HiX iHIII. BripoBamkeHHS yBaru 103BOJIsE MOAAETI O1ThIT € peKTUBHO 0OPOOIATH JOBT1 MOCIiTOBHOCTI
JAHWX 1 TOJIMIITYBaTH BUSBICHHS aHOMAJIIH.

JlomaTKoBO MPOTIOHYETHCSI BUKOPUCTOBYBATH JBOHAIpaBieHi PHM, ki BpaXxoBYIOTh SIK MOIIEPEIHi, TaK i HACTYITHI
CTaHU B MOCHiIOBHOCTI. Lle mo3BoIse MOEINi OTpUMAaTH ORI TOBHY iH(OPMAIIiFO PO KOHTEKCT 1 IMiABHIIY€E TOYHICTh
MPOTHO3iB. TakoK MOIiTbHE BUKOPUCTAHHS T1OpHIHIX Mozenel, mo moeanyoTs RNN 3 iHIMMH MEeTOZaMy MalllHHHOTO
HABYAHHS, TAKUMH SK 3TOPTKOBI HEHPOHHI Mepexi abo TpaHchopMmepH. 3TOPTKOBI HEHPOHHI MEpeXi CIIiJ BUKOPHCTO-
BYBaTH ISl BUIUICHHS MPOCTOPOBUX OCOONHMBOCTEH y maHmx, a PHM — mms o0poOkm TuMuacoBux 3ajiexkHocteil. Le
JIO3BOJIUTH MOJIEINI ORI TOYHO aHANi3yBaTH CKIIQJHI MATEPHU B MEpPEeKeBOMY TpadiKy i BUABISITH MOTSHIIHHI 3arpO3H.

BucnoBku

JocnimKkeHHs, TpUCBsIYeHEe IPOTHO3YBAHHIO KibepaTak 3a TOTIOMOTO0 alTOPUTMIB IMITYYHOTO 1HTETIEKTY BUSBICHHS
aHOMaJIil, IEMOHCTPY€E 3HAYHUN MOTEHI[1aJl BUKOPHCTAHHS PEKyPEHTHUX HEHPOHHHUX MEPEX 3 MEXaHI3MOM yBaru, JBO-
HATIPABJIEHOCTI Ta 3TOPTKOBOCTI JAJIS MiIBUIIEHHS TOYHOCTI Ta HAAIHHOCTI BUSABJICHHS 3arpo3. Y XOi JOCTiKEeHHS Oymna
po3po0iieHa MozeNb, sIKa IHTErpy€e MEXaHi3M yBaru B PeKypEeHTHHX HEHPOHHUX MEPEK, IO JO3BOJISIE e(PeKTHBHIIIE aHa-
J3yBaTH MOCIIJOBHOCTI JaHUX 1 30CePeIKYBAaTHCS HA HAHOIIBII 3HAYYIINX XapaKTePUCTHKAX TPadiky.

Pesynprarn ekCiepUMeHTIB MoKa3aly, o nmoeqHanas PHM 3 MexaHi3MOM yBaru 103BOJIsiE€ 3HAYHO 3MEHIITUTH Killb-
KiCTh XHOHUX CTIPAITFOBAaHb, a TAKOXK ITiABUIIUTH TOUYHICTh BUSBICHHS aHOMAIIH ¥ MepexeBoMy Tpadiky. Lle mocsraeTbes
3aBIKH 3JaTHOCTI MOJIEINI BHUSBIISATH JOBIOCTPOKOBI 3aJIeKHOCTI Ta BPAXOBYBAaTH KOHTEKCTHI B3a€MO3B’SI3KM MIXK TIOJi-
smu. Biarak, monens 3abe3mnedye BUCOKHMHA PiBEHB aJallTUBHOCTI O HOBUX THITIB 3aTPO3 i aHOMAJIii, 10 MOCTIHHO BUHU-
KaloTh y KibepmpocTopi.

BrpoBamkeHHS MEXaHI3MY YBard 03BOJISE IMiIBUIIATH €(EKTHBHICTH 00POOKH BEIUKUX O0CSTIB TaHUX y peaTbHOMY
gaci, M0 € KPUTUIHO BAXKIIMBUM IS CY9acHUX CUCTEM KibepOesmekn. Moenb JeMOHCTpYe CTa0inbHy TPOAYKTHBHICTH
HaBITh TIPH aHaTI31 CKIAJHNX 1 HACHYCHUX JaHUX, IO MiATBEPXKYE 11 MPaKTUYIHY MiHHICTH I 3aXHCTY Bif KibepTak.

JlocimimKeHHs TOKa3aJlo, 0 BUKOPUCTAHHS 3TOPTKOBUX PEKYPEHTHHX HEHPOHHUX MEPEX 03BOJISE €EKTUBHO BUII-
JITH IIPOCTOPOBI 0COOIUBOCTI JAHUX, IO MOKPAIIY€E PO3YMiHHS CTPYKTYpPH MepekeBOro Tpadiky. 3aBAsKu bOMY MOJIEIb
MOYKe TOYHIIIE iAeHTH(IKyBaTH aHOMAJTIi, sIKi MOXKYTh CBIIYNTH PO MOTEHIIHHY Kibeparaky. BomHowac, Tpanchopmepn
3a0e3MeyuyroTh 3aTHICTh MOJIeNTi 0OPOOISATH TOBTI MOCIIOBHOCTI JaHUX 1 BPaXOBYBaTH KOHTEKCTHI B3a€MO3B’SI3KH MiXK
moxisvu. Lle mo3Boisie Momeni 30cepeKyBaTHCs HAa HAHOUTBII 3HAYYIIMX YaCTHHAX ITAHWX, IO MOKPAIIy€e TOYHICTH
MIPOTHO3IB.

IHTerpartist 3ropTKOBHX PEKypEeHTHHX HEHPOHHUX MEpex i TpaHchopMepiB y €IWHY MOJAENb 3a0e3redye BHCOKHI
piBeHB aTaNTUBHOCTI /IO HOBUX THIIB 3arpo3 i aHOMaJIii, 110 MOCTIHHO BUHUKAIOTH y KibepmpocTopi. Moxens JeMoH-
CTpy€ CTaOlIbHY IPOAYKTUBHICTh HABITh PH aHATI31 BEJIUKHUX 00CATIB JaHUX y PEaTbHOMY Yaci, 10 € KPUTHIHO BayKIIH-
BHM JUIS CyYacHHX CHCTeM KibepOesmekn. Brcoka TOUHICTP 1 BUAKICTh OOPOOKH TaHUX POOUTH ITF0 MOJENh MPAaKTHI-
HOIO Ta HaJIHOIO JJIS BUSIBIICHHS KiOepaTaxk.

OTxe, TOCTiKEHHS BKa3ye Ha 3HAYHY NEPCIEKTHBY BUKOPHCTAHHSI AJITOPUTMIB IITYYHOTO IHTEIEKTY, 30KpeMa peKy-
PEHTHHX HEHPOHHUX MEpeX 3 MEXaHI3MOM yBarH, IS MTiIBUIICHHS ¢(PeKTHBHOCTI CHCTEM BHUSIBICHHS 1 IPOTHO3YBAHHS
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kibeparak. BrpoBa/keHHS IUX TEXHOJOTIH y peanpHI CepeloBHINA CIPUSATHME 3a0e3MeueHHIO OiTbII HAIIHHOTO
3aXUCTYy KPUTHYHOI iHPPACTPYKTypH, OpraHizaliii Ta OCOOMCTHX NAaHUX KOPHCTYBadiB BiJ 3arpos3, IO IMOCTIHHO
€BOITOI[IOHYIOTb.
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PO3POBKA I'lBPUJTHOI MOJEJII OGEPHEHOI'O AHAJII3Y
JJIAA ONIHKU CHEKTPAJIBHUX XAPAKTEPUCTHUK
BATATOIIAPOBUX CTPYKTYP

bacamowaposi cmpykmypu € Kiouosumu enemMeHmamu 8 Cy4acHill Onmuyi, HAHOMeXHONO2isAx ma Gomoriyi, de ix cnex-
MPAnbHi XapaKmepucmuKy 8UHaYaioms egekmusHicmy i npoodykmueHicms npucmpois. I[Ipome cyuacui memoou ananizy
Maroms HU3KY 00MedHceHb, MAKUX AK HU3bKA MOYHICMb | HeOOCMAMHS CIIUKICTb 00 UMY, WO YCKIAOHIOE pOOOMY 3i CKIAOHU-
Mmu cucmemamu. Memoro ybo2o 00criodicentst € pO3podKA HOBOI 2iOPUOHOT MOOE] 0OEPHEHO20 AHANI3Y, SIKA NOEOHYE KIACUYHI
imepayitini Mmemoou ma enUOUHHI HetPOHHT MepedxCl. 3anpononHosana Mooeb BUKOPUCIOBYE Nepesazu NONepeoHb020 HAGUAHHS
Hetipomepedic OJisl WeUOKoT IHiyianizayii napamempie 6azamowiaposux CmpyKmyp ma imepayitiHi Memoou OJist IX onmumizayii.

YV x00i pobomu cmeopeno ancopumm i 6i0no6ionull npocpamuuii nPOOYKm, AKUU peanizosano na mosi Python ma
anpobo8aHo HA CUHMEMUYHUX OaHux i3 wymamu. Peanizayis mooeni sukonana i3 euxopucmanusam 6ioriomex NumPy,
SciPy, Matplotlib, a maxoxc TensorFlow i Keras 0ns nobyoosu ma Ha84aHHA eTUOUHHUX HeUpOHHUX Mepedsc. Taxuil nio-
Xi0 3a06e3neuus eexkmueny 006pPOOKY OAHUX, BUCOKY MOYHICMb PE3YIbMAmMie I MONCIUGICMb adanmayii 00 pi3HUX eKc-
nepumenmanvHux ymos. Pesynomamu nokasanu, wo mMooens 3a0e3neuye eUcoxKy mounicmy y 6i0H081eHHI CNeKmpaibHUx
napamempis Hasims 3a yMO8 3HaUHO20 pieHs wymy. Lle niomeepoxcyemucs HUbKUMU 3HAYEHHAMU CepeOHbOK8AOPAMUY-
HOI ROXUOKU Ma 8UCOKUM Koepiyichmom 0emepminayii, wo nepesunyoms pe3yromamu mpaouyiinux nioxodie. Okpim
Mo2o, MOOelb BUABULACS AOANIMUBHOIO 00 3MIH Yy 2eoMempii wapie ma ONMUYHUX 61ACMUBOCMAX, A ii BUKOPUCTNAHHA
00360110 CKOPOMUMU KiIbKICMb imepayiil 3a605Ku NONepeoHboMY HAGUAHHIO 2NIUOUHHUX HEUPOHHUX MepPeiC.

3acmocysanns po3pobnenoi mooeni € nepcneKmuHUM 05l CHeKmpOCKOnii, po3pooKu ONMUYHUX NOKPUMMIE, CEHCOPi6
i pomonnux npucmpois. Ii 21yuxicmo dozeon5€ npayoeamu 3 HeenUKUMU HAGUATLHUMY 6UGTPKAMY, @ 30amHicMb adan-
mysamucsi 00 Wymie posuuploe modxcausocmi ananizy. Iooanvute 600ckonanennsa aneopummy, 6KI04AI0UY ONTMUMI3aYilo
HEUPOHHUX MepedC Ma PO3UUPEHHs HABYANbHOL 6a3U, MOdice 3HAYHO po3wupumu cgepu ii 3acmocysants ma 3abesneyu-
mu we Uy MmoUHiCmb.
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DEVELOPMENT OF A HYBRID INVERSE ANALYSIS MODEL
FOR EVALUATING SPECTRAL CHARACTERISTICS OF MULTILAYERED STRUCTURES

Multilayer structures are key elements in modern optics, nanotechnology and photonics, where their spectral
characteristics determine the efficiency and performance of devices. However, modern analysis methods have a number
of limitations, such as low accuracy and insufficient noise immunity, which complicates work with complex systems.
The aim of this study is to develop a new hybrid inverse analysis model that combines classical iterative methods and
deep neural networks. The proposed model uses the advantages of pre-training of neural networks for fast initialization
of the parameters of multilayer structures and iterative methods for their optimization.

In the course of the work, an algorithm and a corresponding sofiware product were created, which were implemented
in Python and tested on synthetic data with noise. The model was implemented using the NumPy, SciPy, Matplotlib
libraries, as well as TensorFlow and Keras for building and training deep neural networks. This approach ensured
efficient data processing, high accuracy of results, and the ability to adapt to various experimental conditions. The results
showed that the model provides high accuracy in restoring spectral parameters even under conditions of significant
noise levels. This is confirmed by low values of the mean square error and high coefficient of determination, which
exceed the results of traditional approaches. In addition, the model turned out to be adaptive to changes in the geometry
of the layers and optical properties, and its use allowed to reduce the number of iterations due to pre-training of deep
neural networks.

The application of the developed model is promising for spectroscopy, development of optical coatings, sensors
and photonic devices. Its flexibility allows working with small training samples, and the ability to adapt to noise expands
the analysis capabilities. Further improvement of the algorithm, including optimization of neural networks and expansion
of the training base, can significantly expand the scope of its application and provide even higher accuracy.

Key words: multilayer structures, spectral analysis, mathematical modeling, hybrid model, iterative methods, deep
learning, neural networks.

IHocTaHoBKa npodaeMu

BararomapoBi CTPYKTYpH 3HaXO/SITh IIUPOKE 3aCTOCYBAaHHS B TAKHX Tally3sX, sSIK ONTHKa, HAHOTEXHOJIOTIi, poToHIKa
Ta MaTepiaJo3HABCTBO. 1X epeKTUBHMII CHEKTpanbHUil aHasi3 € KPUTHYHO BayKITHBUM IS OL[HKH KJIIOUOBHX Mapame-
TPiB, TaKKX SIK pedpaKirisi, MPOIyCKaHHS Ta MOTIMHAHHS CBiT/Ia. [IpoTe cydacHi METOAM aHAIli3y MalOTh Psii OOMEKCHb,
30KpeMa 1010 MIBUAKOCTI Ta TOYHOCTI PO3PaxXyHKIB, 0 € 0COOINBO aKTyaTbHUM IS CKIIaJHUX CHCTEM.

st minBuieHHs eheKTUBHOCTI aHali3y BaXKJIMBO PO3POOMTH HOBI TTiJIXO/H, IO TIOEJHYIOTh TIepeBaru TpajuiliiHIx
Ta cydacHUX MeToniB. OJJHAM 13 TaKUX MIJXOMIB € IHTerpallis iTepalliiHuX METOIIB 3 NIMOMHHUMH HEHPOHHUMH Mepe-
YKaMU JUTS TIOTIePEeTHHOTO HABYAHHSI, 1110 JJO3BOJISIE 3HAYHO IMiJIBUIIMTH TOYHICTH PE3yJIbTaTIB, 30KpeMa B yMOBaX BIUIUBY
1IyMy Ha jiaHi. BpaxoByrouu 1ie, BUHHKA€E HEOOXIHICTh Y pO3po0Ili FiOPUIHOTO aIropuTMy OOCPHEHOTO aHai3y, SIKHA
Opas /10 yBaru (izuuHi 00MEXEHHsI Ta ONTUMI3yBaB ITAPAMETPH JIJIsI IOCSITHEHHsI OLTBII HAIIMHUX Pe3yJIbTaTiB. Y 3B 3Ky
3 I[UM, CTBOPEHHSI MOJIEII, sIKa o€ JHyBaa O 11 MiJX0/IH, € BAKIMBUM €TAIIOM JJIs TOJIaJIbIIIOT0 BIOCKOHAICHHS aHaJi3y
GaraTomapoBUX CTPYKTYp Ta JOCSATHEHHS BUCOKOI €(peKTHBHOCTI B IX BUBUCHHI.

@opMyJTI0BAHHS METH J0CTiIKEeHHS

Merta poboTH moJIsirae y po3pooiii Ta anpobartii riOpuaHOT MojeTi 00EpHEHOTO aHaIi3y JJIsl BU3HAYCHHS TapaMeTpiB
0araromapoBHX CTPYKTYP 3a iX CIEKTPaJbHUMH XapaKTePUCTHKAMH, 110 MMOEIHYE KJIACHYHI ITeparliiiHi METOAH 3 HEJi-
HIHAMH MONPaBKaMy Ta IMOMHHUMH HEWPOHHUMH MepeKaMu, 3a0e3Meuyiour BHCOKY TOYHICTh Ta aJaliTUBHICTh 110
EKCIIEPUMEHTAJILHUX YMOB.

AHaJIi3 OCTaHHIX A0ocizKeHb i myOmikaniii

Orisizt miTepaTypH, MPUCBSIUCHNH CIIEKTPAIbHOMY aHalli3y 0araTtonapoBUX CTPYKTYP 1 ONTHYHHUX TIOKPUTTIB, OETHYE
3HaHHSA 3 (DI3WKH, MaTepialo3HABCTBA, MATEMAaTHYHOI'O MOJCITIOBAHHS Ta YMCEIBHUX METOMIB. Ll MbKIuCHUIUTIHAPHA
TeMaTHKa CIIPSIMOBaHA Ha BUPIILICHHS aKTYaJIbHUX 3aB/IaHb, 110 BUHUKAIOTh Y MPOIECi PO3POOKH CyYacCHUX ONTHYHHX Ta
EJIEKTPOHHHX TIPUCTPOTB, TAKUX SIK COHSAYHI €JIEMEHTH, ONITUYHI HOKPUTTS Ta JaTYUKH. Y KOHTEKCTI CTBOPEHHSI T1OpHIHOT
MojIeJTi 00EPHEHOT0 aHaIi3y JUisl OI[IHKU CIIEKTPAIbHUX XapaKTEePUCTHK 0araTtoiapoBUX CTPYKTYp KIFOUOBHM € 3aCTOCY-
BaHHSI Cy4aCHHX IT1JIX0/1iB 10 00pPOOKH CIEKTPAIbHUX AaHUX, IO JJO3BOJISIFOTH €(PEKTUBHO BPaXOBYBATH CKIIAHICTh TAKUX
cucteM. 30kpema, y [1] HaBemeHO pe3yabTaTH JOCTIIKCHD 13 3aCTOCYBAHHSIM IITHOOKHUX HEMPOHHHX MEPEK IS CIICK-
TPaJBHOTO aHaJIi3Yy, JIe POJEMOHCTPOBAHO IXHIO 3[]aTHICTh BUALIATH KITIOUOBI O3HAKH B TaHUX. BojHOYac 3a3HaueHo, 10
X e(heKTHBHICTh 3HAYHOIO MIPOIO 3aJISKHTh BiJl SKOCTI HABYAJILHOTO HA0OPY JIaHUX, OCOOJIMBO B YMOBaX BHCOKOTO PiBHS
LIyMy Ta 3MIHHMX €KCIIEpUMEHTAJIbHUX MapameTpiB. Y [2] onucaHo METO aBTOMATHYHOT HOpMaTi3allii CrieKTpiB, SIKHA
JI03BOJIsIE 3MEHILIUTH BILIMB IIYMIB 1 0a30BUX 3CyBiB. Lle miaxij € IiHHUM JUTs TIOTNepeHbOT 00pOOKH JaHKX, X04a 3aJIH-
LIA€THCS POOJIeMa BpaxyBaHHsI 3MiH y peallbHUX YMOBAX, TAKUX SIK BUKOPUCTAHHS pi3HOTO 00a HanHs. BupitneHHs miel
npobiiemu riepeadadae 3acTOCyBaHHsI CHHTETHYHUX CIIEKTPIB, K 1€ IPOJAEMOHCTPOBAHO y [3], 1e cTBOpeHO Halip JaHuX
JUISl TECTYyBaHHS MOJIeJIel MaIlMHHOTO HaB4yaHHs. EdexTuBHICTH 3ropTkoBHX HeHpoHHHX Mepexxk (CNN) s anamizy
JIOKAJIbHUX CIICKTPaIbHUX 03HAK Mmoka3aHo y [4]. CNN 103BOIISIIOTE 0OPOOIIATH JIOKAIbHI 0COOIMBOCTI, HATPUKJIIA ITKH,
ajie MarTh 0OMEKEHHS I110/I0 MOJICITIOBAHHSI I00ABHUX 3aKOHOMIpHOCTeH. [[iis oonanus 1ux ooMexens y [4] Ta [5]
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3arponioHoBaHo iHTerpamiro CNN i3 pekypeHTHUMH HelipoHHIMH Mepexamu (LSTM), mo mo3Bosisie BpaxoByBaTH SIK
JIOKAJBHI, TaK 1 ITI00aTBHI 3aI€KHOCTI CIIEKTPaTbHIX AaHUX. JloCTiKeHHS [6] miaKpecToe BaKIUBICTh KOMOIHOBaHUX
METO/IiB, TAKMX SK TeHETUYHI aITOPUTMH JIJIs 3MEHIIICHHS PO3MIPHOCTI TaHUX Ta HEHPOHHI MEPEeXKi A7 MPOTHO3YBAHHS
KOHIIEHTpAIlil KoMITOHeHTiB. Lle 3a0e3neuye BUITYy TOYHICTH MOPIBHAHO 31 CTAHAAPTHUMHU CTATUCTHYHUMU IIiIXOIaMH.
VY [7] romaTkoBO PO3MITHYTO apXITEKTypH MTYIHUX HEHpOoHHUX Mepex (ANN), siki € epeKTUBHIMH y BUSBICHHI CKIIa/I-
HUX 3aKOHOMipHOCTEH, OJHAK BUMAraloTh 3HAYHIX 00YHCITIOBATIFHIX PECYPCIB 1 BEIMKAX HABYAIFHUX BHOIpPOK. 3aranbHi
JMOCATHEHHS y 3aCTOCYBaHHI MAITMHHOTO HABUYAHHS [T CIIEKTPAIBHOTO aHAJI3y y3arajJbHEHO B [§8], 1€ aKIeHTy€eThCs Ha
TIePCIIEKTHBI CTBOPEHHS TOUHIIINX MOZETICH 1 MPHUCKOPEHHS POIIeCiB MOeMOBaHHsL. Lle BKITIOUae iHTETpallito CydacHIX
ONITUMI3aTOpiB, TakuX sIK AdamW, it mBHIKO1 Ta cTabipHOT 301KHOCTI [9].

[Mopsia 3 muM, KITacHYHI TiAXOIHU 0 CIIEKTPAIBHOTO aHAII3Y, 30KpeMa depe3 piBHIHHS Oe31epepBHOCTI 3aps/iiB B Opra-
HIYHAX COHAYHHX €JIEMEHTaX 3 0araromapoBHMHU TeTEPOCTPYKTYPaMH, JO3BOJSIOTh BUBYATH TUHAMIKY €KCHTOHIB 1 iX
B3a€MOJIIO 3 AKTUBHHIM IIAPOM, [0 KPUTHIHO BAYKIIMBO [T TIOKPAIIEHHS e(heKTHBHOCTI TeHepartii 3apsmiB. JlocmimKkeH s
(hOKyCyIOThCS Ha BIDIMBI TaKUX MapaMmeTpiB, SK BiACTAHb MK MapaMH €JIEKTPOHIB 1 MipOK, HA HMOBIPHICTh AMCOMIAIil
eKCHTOHIB 1 €HEepTiio 3B’s3KY, II[0 Ma€ MPSIMUAI BIUIMB Ha KBAHTOBY e(heKTHUBHICTH i poToHHE mormuHaHHA [10]. [Tra3mosi
TEXHOJIOTi{ B IMOJIMEpHUX MOKPHUTTIX, 30KpeMa BukopucTaHHad RF-moTyxHOCTI U1 oTpuMaHHA 1omi(3-MeTHATIOPEHY )
Yyepe3 IUIa3MOBY TIOJIIMEPAIIifo, TO3BOJIIOTH CTBOPIOBATH MaTepiajiii 3 KOH FOTOBAHOIO XIMIYHOIO CTpykTyporo. Lle mae
BaKJTMBE 3aCTOCYBAaHHS B ONTHYHHUX Ta MPOBIIHUX TEXHOJOTISX, OCOOIMBO Y BUTOTOBJICHHI ONTHYHUX CEHCOPIB 1 MpH-
CTpoiB, A€ (Hhi3W9HI BTACTHBOCTI IDTIBOK, OTPUMAHUX Yepe3 TIa3MOBY MOTIMEPAIlilo, € BU3HAYAIBHUMH IS iX CIIEKTpab-
HUX xXapakTepucTuk [11]. UrcenpHi MeTOAM Ta MaTeMaTHYHEe MOJCTIOBAHHS aHTHUBIIOMBHUX CTPYKTYp, 30KpEMa METOAN
FDTD (metox cKiHYeHHHX pi3HHUIB Y YacoBiif o6macti) Ta FEM (MeTox CKiHYeHUX €TIeMEHTIB), T03BOJIAIOTH MOJISITIOBATH
AHTUBINOMBHI TOKPHUTTS 3 6AaraToNIapoBUMU CyOXBHIIBOBHMH CTPYKTypaMu. Lli MeToan eheKTHBHO MPOTHO3YIOTh Xapak-
TEPUCTHUKH BiIOUTTS B 3aJ€KHOCTI BiJ TEOMETPii CTPYKTYpH i JO3BOJIAIOTH 3HAYHO 3MEHIIHUTH BIIOWTTSA Ta OMMMaHHS
B ONTHYHUX MPHUCTPOsiX [12,13]. ®pakranbHuil aHATI3 TOBEPXOHD TOHKUX IUTIBOK, 3aCTOCOBYBAHUH IS BUBYCHHS MeXa-
HI3MIB iX pOCTy 3aJIe)KHO BiJl yMOB JICIOHYBaHHS, A€ 3MOTY ONTHMi3yBaTH BIACTHBOCTI IOBEPXOHb IS MOKPAIICHHS 1X
MPAKTUIHUX XapPaKTEPHUCTHK. 30Kpema, BukopuctanHsa meroqy RCWA (MeTox cTpororo aHami3y XBIJIBOBUX KOMITOHEHT)
CTpHsie TIHOIIOMY PO3yMiHHIO Tomorpadii MOBEpXOHB 1 T03BOJISAE MOAETIOBATH Ta ONTHMI3yBaTH CIIEKTPaTbHI BIACTH-
BOCTi OararomapoBux cTpykTyp [14]. IHmi mocmimkeHHS, 30KpeMa BHBYEHHS CIEKTPAIbHO-TIPOCTOPOBOI iH(opMarii
Yyepe3 TinepcrieKTpaibHi 300paKeHHs 1 6araTomapoBi rpadu, TOKPanyoTh e(heKTHBHICTh CerMEHTallil Ta Kiacudikamii
CTHEKTPaTbHAUX JaHUX, IO € BAKIUBUAM IS 00pOOKH 300paskeHb y TakuX cepax, sk eKooris Ta reoinpopmaruka [15].
Kpim TOro, METOIUKN BUSIBICHHS MOMIKODKEHB 32 JOIIOMOT'OI0 MEXaHIYHUX XBHUIJIb BUKOPHCTOBYIOTh CIIEKTPaIbHI METOIH
JULSL MOZGIIOBAHHS MOIIKO/PKEHb B CTPYKTYpaXx, LIO {O3BOJISE OLIHUTH €()eKTHBHICTD IINX METOJIB IS IPAKTHYHUX 3aCTO-
cyBasb [16]. Bukopucranasa mOOKOT0 HABYAHHS B CIIEKTPAJIHHOMY aHaNi31, 30KpeMa METOiB TpaHC()EepPHOTO HaBUYAHHS,
ayTMEHTAIlil TaHuX 1 CYNepewINBUX MEPEeX, BIIKPUBAE HOBI MOXIIMBOCTI JJIsI aBTOMATHYHOTO aHANI3y CKIAIHUX CIICK-
TPaJBHIX JaHUX, IO € BOKINBUM JJIs PO3BHUTKY TiOPHIHUX Mojaenel odepHeHoro aHami3y [17]. Hapemrri, 3acTocyBaHHS
OararonrapoBux CTPYKTYp 3 (pOTOMONIMHATFHIMY IIapaMy [T BIAHOBICHHS CIIEKTPaIbHOI iHpOpMarii B BuANMOMY Iia-
MA30HI Ma€ 3HAYCHHS [T CEHCOPHHUX 1 poTomeTekuiitHnx cucteM [ 18], a MoemoBaHHS 3BOPOTHHX 33434 [T TUPY31HHIX
MPOIIECiB B OaraTomapoBUX CTPYKTYpax JO3BOJISE€ MPOTHO3YBATH 30BHIMIHI TPAaHWMYHI YMOBH Ha OCHOBI CHEKTPAbHUX
CTIOCTEePEKEHb, IO € BAYKIIMBHUM JUTI €(PEKTUBHOTO aHAaJIi3y Ta OIIHKA CIIEKTPATbHUX XapaKTePHCTHK TaKuX CTPyKTyp [19].

Takum urHOM, 00’ €THAHHA PI3HOMAHITHHX METOAIB MaTeMaTHYHOTO MOJAETIOBAHHS, YUCEIBHUX ITiIXOIIB Ta HOBIT-
HIiX TEXHOJIOTiH 103BOIsI€ €(EKTHBHO BUBYATH 1 pO3BUBATH 0AraTonrapoBi CTPyKTypH, [0 MAIOTh ITUPOKE 3aCTOCYBAHHS
B OIITHIIi, CEHCOPAX 1 HOBITHIX MaTepiaiax.

Buk/ageHHs 0CHOBHOTO MaTepiay A0CTiaKeHHS

OnHUM 3 HOBITHIX MiAXONIB 0 MOJENIOBAHHS 0araTomIapoBHX CTPYKTYP € 2iOpuona Mooelb 00epHeH020 aHANI3Y
(Hybrid Inverse Analysis Model) 3a ii cieKTpalbHIMH XapaKTEpUCTHKaMHU. L[g Mopens MoemgHye iTepalliifHi MeToau
3 HeTHITHIMU TTOTIPaBKaMH, 10 JO3BOJIAIOTH ITiABUIIUTH TOYHICTh PO3PaXyHKIB, 1 IMTMOMHHI HEHPOHHI MEpEeXKi VIS IoTIe-
PEIHBOTO HAaBYAHHS HA CHEKTPAJILHUX JaHUX. 3aBISKHM TAaKOMY ITO€IHAHHIO MOJEJb 3/laTHA aalTyBaTHCS 10 Bapiawii
reoMeTpii mapiB Ta iX ONTHYHUX BIACTUBOCTEH. ICHyroui aHamorm, Taki SK METOAW OOCPHEHOTO aHaNi3y, BKE JaBHO
BHKOPHCTOBYIOTBCS B CHIEKTPOCKOTII Ta iHTephepoMeTpii, 30KkpemMa 3a TOTIOMOTO0 TPali€eHTHUX ab0 TEeHEeTHIHHX ajro-
put™MiB. ITrOOKiI HEHpOHHI Mepeki TaKOK 3HAMIUIA 3aCTOCYBAaHHS Ui OIIHKH IapaMeTpiB OaraTomapoBHX CTPYKTYD,
HAaIIPUKJIAJ, JUIS BITHOBJICHHS TOBLIMHHM LIApPiB 32 CHEKTPAJLHUMHU TaHUMH. HOBU3HA 3alpOIIOHOBAHOTO MigXOLY MOXKE
MIOJISITaTH B TiOpHIU3aIii KIaCHYHUX i HEHPOHHUX METOIB, IO JO3BOIUTH 3HAYHO TiIBUIIATH TOYHICTH aHamizy. Kpim
TOTO, BUKOPUCTAHHS aJallTHBHOTO HaBYaHHS Ha HEBEJIMKUX HaOOpax JaHUX i3 MOXIIMBICTIO JOHABYaHHS MOJEI 103BO-
JIUTH TiABUIIUTH TOYHICTh HABITh Y BUIAIKaX, KOJIW BUXIAHI JaHI MAafOTh HU3BKY AKICTh a00 MICTATh 3HAUHUH ITyM.

Hybrid Inverse Analysis Model (HIAM) npu3HadeHa Ui OIHKH MapaMeTpiB 0araTomapoBuX CTPYKTYp 3a IX CIeK-
TPAIbHUMH XapaKTepHCTUKaMH. BOoHaA MoenHye iTepamiiiHi MeTOAH 3 HEeMiHITHUMHU TOIpaBKaMH JUIS TiIBUIICHHS TOY-
HOCTI PO3paxyHKiB 1 TNMMOMHHI HEHPOHHI Mepeki, 0 MOMEPEeAHbO HABUAIOThCA Ha CIEKTpalbHUX naHuX. Lle mo3Bomse
MOJIeITi aIalTyBaTUCS 10 3MiH Y TeOMETpii MapiB 1 iXHIX ONTHYHUX BIACTHBOCTEH.
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MaremMaTu4HAa OCHOBA METOoaYy. OcHoBHE piBHSIHHH, SIKC BUKOPUCTOBYETHCA B MOﬂCJ’Ii, MOXKE 6yTI/I OIIMCAHC SK:

Sup = Spoaa (P +AR(P),

P =argmin
P

ne P — ouiHeni mapameTpu 0aratomapoBoi CTpyKTypH (HAIPHKIIaA, TOBIIMHA Ta MOKA3HHUK 3aJTOMICHHS IIAPIiB), Sexy —
EKCTICPIMEHTAIBHO BUMIPSHUN CHEKTP, S,o4(P) — CIIEKTp, OOYNCICHUH Ha OCHOBI MoJeNi A mapameTpiB P; R(P) —
peryaspu3aIliitHuid TepMiH, 110 BpaxoBYy€ (i3udHI 0OMEKEHHS, A — BATOBUI KOC(IIIEHT peryspr3ariii.

3yIHMHAMOCS JeTaNbHIIIe Ha MATEeMAaTHIHI OCHOBI TIOPHIHOTO ITiIX0IY OOCpHEHOTO aHAII3Y.

Tlocmanoska 3a0aui. MeTta ToJsirae y BiTHOBICHHI mapaMeTpiB P = {pi, pa, ..., Pu}, IO OMUCYIOTH OAraTomapoBy
CTPYKTYpy (HanmpHK/Iaj, TOBIIUHA IIAPIB d;, TOKA3HNUK 3aJIOMJICHHS 7;), HA OCHOBI BUMIPSIHOTO CIIEKTPa Sex(v). Lle mocs-
raeThes IUIIXOM MiHIMIi3anii pi3HULI MK BUMIPSIHUM CIIEKTPOM Sey, T2 3MOZIEIBOBAHUM CIIEKTPOM S,000/(P).

OyHKIIiS BTpAT PO3paxoBYEThCs 3a popmyroro [20]:

L(P) =[Sy, = S, (P)]| +2R(P),

SCX

p

e ||-|* — eBkiimoBa HOpMa (KBaIpar CyMH BiIXWIIeHb), R(P) — perynsapusaiiitHuii TepMin Ut crabimizanii pitmeHsst, A —
BaroBUI KOE(]ILi€HT peryspu3arii.

Mooenrsanns cnexkmpa. 3MOAETHOBAHUH CHEKTP S,,040/(P) OOUHUCITIOETHCS HA OCHOBI (Pi3UYIHUX MOIEIICH, HAPHKIIAT,
gyepes KoeQilieHTH MPOITyCKaHHS Ta BiMOUTTS 0ararormapoBoi CTPYKTypH. J{Jst KOJKHOT 9aCTOTH v 3aCTOCOBYEThCS (Pop-
myna Openens [21]:

2

|t12t23 i

T(v)= —,
|1+r12r23---r ‘e ""|

n—l,n

e t; — KoeilieHTH IPOIyCKaHHA Ta BIIOMTTA MK apaMH i Ta j, ¢ = (2ndn;v)/c — pa3oBuii 3cyB, ¢ — IIBUAKICTb CBITIIA.
3MOIETBOBAHUN CIEKTP S04 € PYHKITIERO ITUX KOCDIIIEHTIB.
Pezynapuszayia. Perynspusaniitanii repmin R(P) 1o3Boiisie BpaxoByBaTy (isnyHi oOMexeHHs napaMeTpiB. Hamu Bpa-
XOBaHO OOMEXKCHHS Ha TOBIIMHY IIapiB 32 (OPMYIIOH0:
n
R(P)=) max(0,d, -d,,,)* +max(0,d

i=1

2
max min dz) ’

Ta OOMEXCHHS Ha TIAKICTh MIXK CyCiTHIMH ITapaMeTpaMHu:

n-1
R(P)= Z(d, _di+1)2‘
i=1
I'padienmnuii cnycx. J{ns minimizanii o0unclieHh BUKOPUCTOBYEMO iTepamiitHi Metoan. Minimizalist GyHKIii BTpar
peatizy€eThCsi METOIOM IPAIiEHTHOrO CIycKy [22]:
PED = PO _ qAL(PY),
Jie M — MIBUAKICTh HaBUaHHs, ApL(P) — rpajiieHT QyHKLIi BTpaT 10 pO3paxoBy€eThCS 32 POPMYIIOLO:
oP oP

Tubunna netiponna mepedsca 0 iniyianizayii. ImnOnHHa HelipoHHa Mepexa (kombiHoBaHa Momens CNN+LSTM)
BUKOPHCTOBYETHCS ISl TOTIEPEHBOTO HABYAHHS HA HA0OPi CIEKTpalbHUX JaHuX {S;, P;}. BoHa OLiHIOE MOYaTKOBI 3HA-
YeHHS apaMeTpiB P, 0 3HaYHO 3MEHIIY€E KiTbKICTh iTepartiii:

Pim'r = NN(SeXp)5

VPL(P) = _2(Sexp - Smodel (P)) :

ne NN(-) — Mozenb HEHpOHHOT Mepexi.
Auroput™m moaenoBanusa HIAM
1. Tlomepemue mapuanus. [lonepenne HaBdaHHS HEHPOHHOI MepeXi peainizyeTscs 300poM Habopy manux {S, P;} Ta
HaBYAHHIM MEpPEeXi MPOTHO3YBATH MapaMeTpu P 3a CieKTpamu S.
2. Imimiamizamis mapamerpis. 1 HOBOTO CHEKTPA Seyp, OTPIMATH ITOYATKOBE 3HAYCHHS MapameTpiB: P,y = NN(Sexp)-
3. Irepamiiiaa onrrumisaris. BukoprcToByroun rpagieHTHHIA CIyCK, MiHIMI3yBatu L(P):

P = PO _qAL(P®).
4. Ouinka sikocTi. OGUUCINTH PI3HUIIO MK BUMIPSIHUM 1 3MOJIEJIbOBAHUM CIIEKTPaMHU:

A = “Sexp - Smodel(Popt)”-
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Vuixanvnicms po3poOieHOi MOZIET TONATAE y MOENHAHHI KITACHYHAX METO/IB 0OEPHEHOTO aHaNi3y 3 TIHOMHHUMHU
HEHPOHHUMH MepeKaMH, 0 3a0e3mnedye epeKTHBHE BUKOPUCTAHHS (hi3NIHO 00T PYHTOBAHOTO MOJICITIOBAHHS Ta HEHPOH-
HUX Mepex. L{e 103Bossie 3MEHIINTH 3aJIe)KHICTh Bil BEIMKNX OOCSTIB JaHHUX 3aBIISKH aIalTHBHOMY HaBYaHHIO Ta JJOHA-
BYaHHIO. [ THOOKa HelipoHHA Meperka BpaxoBYye HEINHIITHOCTI y CeKTpax, TO/i K iTepalliifHi MeTOIN YTOYHIOIOTH Iapa-
METpH 10 3a7aH01 TOUHOCTI. Perymsapu3aris ctabinizye po3paxyHKH HaBiTh Y BUMAIKaX i3 ITyMHUMH 200 BapiaTHBHUMU
naHuMU. LI MeToMKa € agalTHBHOIO 10 YMOB PEAIbHUX eKCHIEPHMEHTIB 1 IEMOHCTPYE BUCOKY €(DeKTUBHICTD y CKJIAJ-
HUX 0araTolIapoBHX CTPYKTypax.

AJNTOPUTM MOJEITIOBaHHS CIEKTPAIBHUX XapaKTEePUCTHK 0araTorrapoBHX CTPYKTYp OyJ0 MpOrpamMHO peajli3oBaHO
Ha MOBI miporpamyBaHHs Python [23] i3 BukopuctanasaM 6i0miorek NumPy mis poOoTH 3 6araTOBUMipHIMH MacCHBAMU
nmaHux, SciPy mis ucensHUX oOumcieHb, Matplotlib nnst Bi3yamizamii pesynbTariB, a Takox IlensorFlow 1 Keras mns
oOYy/IOBY Ta HABYAHHS INTMOMHHUX HEHPOHHHX MEPEXK.

Amnpooéauis moneJi. /1y mpoBeneHHs ampoobarlii 3amporroHoBaHo1 TiOPHIHOT MO/IeTi 00epHEHOTO aHaizy, OyJI0 BUKO-
HAHO KiJTbKa KIF0UOBHX eTamiB. Crieprny OyIo 3eeneposano cunmemuyti Oani, K1 iMITYIOTh O0araToImapoBi CTPYKTYpH, i3
3aJaHIMH TTapaMeTpaMH, TAKUMH K TOBIIMHA IIApiB 1 TOKa3HUKU 3aJJOMIICHHS, JUTI OOUMCIICHHS BiMOBITHUX CIEKTPIiB
3a JOIOMOT010 Mojieni. [I1st MOIeIOBaHHS pealbHUX eKCIIePUMEHTAIBHUX YMOB JOJaHO IIyM. HacTyImHUM KPOKOM CTao
HasuanHa enubokoi neuponuoi mepexci (CNN+LSTM) Ha OCHOBI CHHTETHYHHX TaHHX, IO JO3BOJMIO MPOTHO3YBaTH
mapaMeTpu 0araTomapoBoi CTPYKTYpPH 3a BXiTHUM CHEKTpoM. [Hiliami30BaHi TAaKUM YMHOM HapaMeTpH MiIalu imepa-
yiuHiti onmumizayii 3 MiHIMI3amielo QyHKIII BTpaT. Ans oyinku mounocmi BiTHOBIEHI TapaMeTPH MOPIBHSIIN 3 peallb-
HUMH 3HaYCHHSAMH U1 CHHTETHYHHUX TaHHUX, PO3PaxyBaBIIN cepelHboKBanpaTinuHy moxuoky (RMSE) Ta xoedimient
nerepminartii (R?). Ha 3aBeprienns Oymo BUKOHAHO Bi3yasizailifo, Mo BKJIOUana Tpadikv 3MOIEITFOBAHUX CIIEKTPIB,
a TaKOX 3aJIe)KHOCTI TOYHOCTI BiJl piBHS IIyMy ¥ KiJTBKOCTI IIapiB.

OcHoBHi pe3yabTaTu. 3 BHUKOpUCTaHHAM IuTy4gHOTO iHTenekTy (LUI) Oymo moOymoBano TumoBmii rpadik podoTH
MOJIelTi, IKM HA0UHO JJEMOHCTPYE Pe3ylIbTaTH aHali3y CIIeKTPaJbHUX DaHUX. Ha pucyHKy 1 mpencrapieHi ekcrepuMeH-
TaJbHI JaHi (CHHS ITyMOBA JTIiHis), TEOPETHYHUH CIIEKTp (YepBOHA ITyHKTHPHA JiHis) Ta BITHOBICHUI CIIEKTP, OTPUMAHHIHA
3a JIOTIOMOTOFO MOJIeTTi (3eJIeHa JIiHis).
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Puc. 1. PesyabraTu aHamisy cneKTpajbHUX JaHUX 3MoaeaboBani LT

I'pagix memoHCTpye epeKTHBHICTE POOOTH Momeni TiOpUAHOTO OOGEPHEHOTO aHaNi3y A CIEKTPAIbHHUX JaHUX.
ExcriepumenTanbHi JaHi (CHHS IIyMOBa JIiHIA) BiOOpakaroTh peaqbHi YMOBU CIIEKTPAIIFHOTO aHAMI3Y, IO CYIPOBOIKY-
FOTBCS ITyMaMH Ta HepiBHOCTAMH. Lle imrocTpye CKIaaHicTh 3a/1a41 A7 KITAaCHIHAX MeTo/IiB. TeopeTnynuii ciekTp (4epBoHa
ITyHKTHPHA JIIHIS) CIY>KUTb SIK €TaJIOH, 10 JO3BOJISE OIIHUTH TOYHICTH poboTH Mozeni. Bin BimoOpaxae ineanbHAI CUTHAT
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6e3 myMiB. BigHoBieHuit criekTp (3emeHa JiHist) 30iraeThCs 3 TCOPETHIHIM CIIEKTPOM, TEMOHCTPYIOUYH 31aTHICTh MOJET1
KOPEKTHO BiJHOBIIIOBAaTH MapaMeTpy HaBIiTh 32 YMOB IIyMy. 3arajloM MOJENb ITOKa3ye BUCOKY TOYHICTh Y BiJHOBIICHHI
CTIEKTpA, IO MiATBEPIKYETHCS ONMM3BKICTIO 3eJIeHO] TiHii 10 uepBoHOi. Lle cBiTuuTh po e(heKTHBHICTH 3aIPOITOHOBAHOTO
TTAXOMY, IKUH TO€qHYE (i3HMIHO OOTPYHTOBaHI iTepalliifHi METOIH Ta IMOTIePEAHBO HAaBYCH] IMIOMHHI HEHPOHHI MEPEeXKi.

Hactymanii etam anmpoOartii Oyiio mpoBeIeHO Ha CHHTETHYHHX JIaHUX, CIICIialbHO CTBOPEHUX ISl TIEPEBIPKU MO
HIAM, 30Kpema Uit OLiHKK TOYHOCTI Ta CTIHKOCTI Mozieni 1o mryMy. Pesymbratu ampobartiii HaBeZieHo Ha puc. 2.

1.3 4 ~——— CMEKTP i3 WyMOM (EKCTIEPUMEHTAmNbHHI)
laeanbHUiA CNEKTP (TEOPETUHHWIA)
—— MogenboBaHWii CNekTp (BiQHOBNEHWIA)
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Puc. 2. Pe3yabTaTu aHa i3y CHHTETHYHHUX CHIEKTPAJIBLHUX JaAHUX:
eKcIepruMeHTAJIbHi, TEOPeTHYHi Ta BiIHOBJIEH] ClIEKTPH

Ha rpadixy anpo6auii HIAM 300pakeHi Tpy KJIFOUOBI KOMITOHEHTH:

— cuns aiHis (Noisy Spectrum — Experimental) 1ie cHHTeTHYHI CLICKTPAIbHI aHi, 0 IKKX JOAaHO BUITAKOBHUI IIIyM,
10 IMITY€ pealibHi eKCliepuMeHTalIbHI yMOBH. J{aHi Oysiu CTBOPEHI HUISIXOM OOYMCIICHHS CIIEKTPAIbHUX XapaKTePUCTUK
OararoiapoBoi CTPYKTYpH 3a Jornomoroto ¢popmynu dpeHerns, micist 40ro J0JaHO0 HIyM sl yCKIIaJHSHHs aHai3y;

— mnomapanueBa nmyHkTupHa JiHis (True Spectrum — Theoretical) e izeanbHuil criekTp, po3paxoBaHU HA OCHOBI
(hI3UUHUX BIACTUBOCTEH CTPYKTYpHU 0e3 BpaxyBaHHs 11yMy. BiH BijoOpakae cripaBixHi XapakTepHUCTHKH MOJIEII 1 BUKO-
PHUCTOBYETHCS SIK €TAJIOH JJIS1 OL[IHKH TOYHOCTI;

— 3enena aiHist (Modeled Spectrum — Recovered) € pe3yibrarom, 1110 OTPUMaHUH MOJCIUTO ICIIs ONTUMI3aLI| mapa-
MeTpiB (TOBIIMHM IIApy i MOKa3HUKA 3aJIOMIICHHS) JUIs MiHIMI3allii pi3HUII MIX E€KCIIEPUMEHTAIILHUM 1 TEOPETHUHUM
CIEKTPaAMH.

3eneHa JIiHIs, sIKa € Pe3yJIbTaToM POOOTH MO, 100pe 30ira€ThCsi 3 TEOPESTHYHUM CIIEKTPOM, IO CBITYUTH PO
BUCOKY €()EKTUBHICTh 3alIPOIIOHOBAHOTO MiAX01y. BinHOBIEHHH criekTp 30epirae popMy TEOPETUUHOIO HABITh NP 3HA-
YHOMY PIBHI IIyMy B €KCIIEPUMEHTAJIbHUX JaHHX, IO MiATBEPIPKYE 3AAaTHICTH MOJIEI YCIIIIHO KOMIICHCYBAaTH IIyM
1 TOYHO BIATBOPIOBATH (hi3WUHY 3aJICKHICTh. Y JCSIKHX Aiana3oHax (HApHUKIa, OImKIe 10 KpalB rpadika) MOXKHA CIIO-
cTepiratd He3Ha4YHi BIIXWJICHHS MK 3€JICHOIO 1 IIOMapaHueBOIO JIIHISIMHU, 110 MOXKe OYTH IOB’S3aHO 3 OOMEKEHHIMHU
MOJIeITi, TAKUMH SIK CKJIQJHICTh HEJIIHIHHUX MOMpaBoK abo HemocTaTHE HaB4yaHHS. Takum uynHoM, HIAM memoHcTpye
BUCOKY 31aTHICTh aIalITyBaTHCS JI0 [IyMY 1 TOUHO BiJIHOBJIFOBATH CIIEKTPAJIbHI XapaKTEPUCTUKU OaraTomapoBux CTpyK-
Typ. Lli pe3yasraT miATBEpKYIOTH 11 €()EKTHBHICTD 1 MOXKIIUBICTh 3aCTOCYBaHHS /IS aHAI3Y PEAIbHUX €KCIICPUMCH-
TAJIBHUX JaHUX Yy crieKTpockonii. OfHaK JJisl OJANIBIIOT0 3MEHIICHHS BIIXWICHb MK TEOPETHUYHUM 1 3MOJIEIbOBAHUM
CIEKTpaMH MOXKe OYTH JOIUIBHUM YIOCKOHAJICHHS aJrOPUTMY, HATPHUKIIAI, Yepe3 ONTUMI3AIlii0 mapamMeTpiB abo moaar-
KOBE HaBUaHHSI.

1010 MpakTUYHOTO BIIPOBAJKEHHSI, 3alIPOIIOHOBAHUI METO/I MA€ 3HAYHHIA MMOTEHIIAll y CIIEKTPOCKOIIi, ONITHYHOMY
MOJICITIOBAHHI Ta Po3poliii (POTOHHMX TPHUCTPOIB. HMOro MOXKHA 3aCTOCOBYBATH JUIS POEKTYBAHHS ONTHIHUX MOKPHTTIB,
ceHcopiB abo GoTOHHMX KpHUcTaliB. Bucoka criiikicts 10 mymy poouts HIAM npunarHoro uis peaibHUX eKCIepUMEH-
TaJIbHUX YMOB, a 3[JaTHICTh MPALIOBATH 13 HEBEJTMKMMH HA0OPaMH JITAaHUX PO3ILIUPIOE T BAKOPUCTAHHS B YMOBaX OOMEKEHUX
pecypcis. Tak, y podoti [24] nociipKkeHo 1a3MOBI TapaMeTpy HAAMBUAKAX po3psiaiB, i HIAM Moxe 10mOMOITH MoKpa-
LIUTH OLIHKY CIEKTPAIbHUX XapaKTePUCTHK TAKUX PO3PSIIB y CKIAHUX Marepianax, TaKUX K XaJIKOMpUTH. Y Tpaili
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[25], mpucBsAYEHI CHHTE3y TIOBEPXHEBUX CTPYKTYp MPH JIA3EPHOMY BHUIIAPOBYBAHHI, MOJIENTE MOXKE OYTH KOPHCHOIO IS
MIPOTHO3YBAHHS CIIEKTPAJBHUX BIACTHBOCTEH CTPYKTYD, a B [26] po3MISAaeThCA CHHTE3 IUTIBOK OKCHAY BONb(hpamy, /e
HIAM Moyke TOTIOMOTTH B OINHIII iX CHEKTPaTbHUX XapaKTEpUCTHK. Y poboTax [27, 28] DOCHIHKEHO CIIEKTPOCKOIITHY
JIarHOCTHUKY IUIa3MH HAIIBUAKIX PO3PSIiB MK IIMHKOBUMH €JIEKTPOAMH B ITOBITPI 1 a30Ti Ta YMOB OCa/KCHHS CEIeHO-
BHX TOHKHX IUTIBOK i3 IJTa3MHU MTEPEHAPYTOBOTO HAHOCEKYHIHOTO PO3PSIY, BiAMIOBITHO, 16 MOAETH MOXKE OYyTH KOPHUCHOIO
JUTS OLIIHKY CTIEKTPAJIFHUX BIACTUBOCTEH TaKMX IDTIBOK. Y po0O0Ti [29] ommcaHO eKcrpec-aHalli3 Ta30BUX CyMIIIeH 3a J01o-
MOTOIO CTIEKTPaJIFHOTO KOpemsTopa Ha 0cHOBI iHTepdepomerpa Padpi-Ilepo, ne HIAM Takox Moke OyTH 3aCTOCOBaHA.
BucnoBku

VY pe3yabTari mpoBeIeHOTo TOCIiIKeHHS OyI0 IIPOBEICHO aHATi3 Cy9aCHUX METOIB aHATi3y 0araTonrapoBux CTPyK-
Typ, BHABJIICHO iX TepeBard Ta OOMeXeHHsA. Po3po0iaeHo HOBY MaTeMaTHYHY MOJENb, SKa IHTErpye iTepamiiHi MEeToaH
3 BUKOPUCTAaHHAM IMTHOMHHUX HEHPOHHUX MEPEeX I OMEPEHFOTO HaBYaHHS. PearnizoBaHo anroput™ riOpuaHOTro mija-
X0y 00epHEHOTO aHaNTi3Yy, IO BPaxoBye (i3WdHI OOMEKESHHS Ta ONTUMI3alli0 ITApaMeTPiB, SIKHI IPOTPaMHO peari3oBaHO
Ha Python. AnpoOartist Momeni Ha CHHTEeTUYHAX JaHUX MPOAEMOHCTpYBaIa i 31aTHICTh €(PEKTUBHO OIIHIOBATH TOYHICTH
i crifikicTs o mrymy. [IpoBeneHmii aHami3 pe3yabTaTiB MMOKa3aB BUCOKY €(PEKTUBHICTH PO3POOICHOT MO TOPIBHIHO
3 ICHYIOYHMMH TIiIXOJJaMH Ta BKa3aB Ha MOKIIUBOCTI 11 IOAIBIIIOTO BIOCKOHAJICHHS.

Cepen 0OMe)XeHb 1 BUKINKIB BUAUISETHCS HEOOXITHICTh AKICHUX HaBYANBHUX MaHWUX JUIS TOCSITHEHHS BHCOKOI TOY-
HOCTI. Y pasi iX HecTadi MOXIHBA BTpaTa e(peKTHBHOCTI Moaeni. KpiMm Toro, HaBYaHHS HEHPOHHOI MEPEeXi € TPUBAIAM
MIPOIECOM, III0 MOXKE YCKJIQTHIOBATH BUKOPUCTAHHS MOJIENTI B yMOBaX 0OMEKEHOTo Jacy. Y BHIaIKaX CHIIBHUX Bapiamii
ONITUYHUX BIACTUBOCTEH a00 TeoMeTpii MrapiB MOKYTh BUHHKATH MIOXHOKH Yepe3 CKIaIHICTh HeMIHIHNX MTOTPaBOK.

3aramom, HIAM nemoHCTpy€e €(peKTHBHICTh y 3afadax BiJHOBJIECHHS MapaMeTpiB 0araToIrapoBHX CTPYKTyp 3a iX
CIEKTPaIbHUMHU XapakTepucTukamu. [1oeHaHHS KIACHYHHX METOIIB Ta Cy4acCHOTO MAIIMHHOTO HABYAHHS J03BOJISE
JOCATTH BHCOKOI TOYHOCTI ¥ CTabiIbHOCTI HaBITh 3a CKIATHUX YMOB. llomanpImumii po3BUTOK IHOTO IMiAXOAY, 30KpeMa
OTITUMI3aIlisl ANITOPUTMIB Ta PO3IIUPEHHS 0a3W HABUATBHUX JTAHUX, MOJKE 3HAYHO MiABHUIUTHA HOTO e(heKTHUBHICTD 1 3pO-
OWTH HE3aMiHHUM 1HCTPYMEHTOM Y TaTy3i aHaJi3y ONTHYHUX CTPYKTYP.
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INFLUENCE OF SERVERLESS INFRASTRUCTURE USAGE
ON APP MAINTENANCE COSTS IN SEVER-SIDE APPLICATIONS

The relevance of the study is determined by the increasing demand for efficient IT infrastructure in the context of rapid
digital technology development. Traditional models of server resource management reveal limitations in scalability,
financial efficiency, and flexibility. Serverless infrastructure, based on a pay-as-you-go model, offers an innovative
approach to cost optimization and performance improvement. However, challenges in its implementation require thorough
analysis and clear recommendations.

The aim of the study is to evaluate the impact of serverless infrastructure on application maintenance costs, identify
its advantages and risks, and develop a methodology for assessing its economic feasibility in both short and long-
term perspectives. To achieve this, methods of systems analysis, comparative analysis, forecasting, and cost modeling
were applied. As a result, the study compared the features of serverless and traditional models and provided practical
recommendations for optimizing serverless infrastructure usage.

The research demonstrates that serverless infrastructure significantly reduces costs in low-traffic scenarios, simplifies
resource management, and decreases the need for highly skilled DevOps professionals. At the same time, hidden
costs, integration challenges, data security risks, and vendor dependency were identified as key issues. The proposed
methodology for assessing the economic feasibility of transitioning to serverless architecture enables detailed analysis
of costs and benefits, accounting for project-specific features and facilitating informed decision-making.

The findings emphasize that serverless architecture is a promising tool for optimizing digital systems, yet
its implementation requires careful planning and risk assessment. Future research should focus on the long-term impact
of serverless technologies on IT infrastructure efficiency, the development of adaptive models for high-performance
systems, and innovative solutions for ensuring data security in cloud environments. This will contribute to improving
infrastructure management and enhancing the efficiency of digital systems in the future.

Key words: serverless infrastructure, cost optimization, resource management, economic feasibility, cloud services,
implementation risks.
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BIIJIUB BUKOPUCTAHHS BE3CEPBEPHOI IHOPACTPYKTYPU HA BUTPATH
HA MIATPUMKY 3ACTOCYHKIB Y CEPBEPHIN UACTHHI

Axmyanvricms 00CHIOHCEHHS 3YMOBIEHA 3POCAYUMU 8UMO2aMu 00 eghekmusHocmi IT-inghpacmpykmypu 6 ymosax
OUHAMIYHO20 PO38UMKY Yudposux mexuonoeii. Tpaouyilini Mooeni ynpasninHa cepeepHUMU pecypcam OeMOHCMpPYIoms
obmedsicentst wo0o macuimabosanocmi, Qinancosoi eexmusnocmi ma emyuxocmi. Yeaey npueepmae 6ezcepsepna
inghpacmpyxmypa, axka 6a3yemvcsi na MOOEIi ONiamu 3a aKmuyne UKOPUCTIAHHS PECYPCi6 I NPONOHYE THHOBAYIIHULL
nioxio 00 onmumizayii eumpam ma ni0GuUWeHHs NPOOYKMUeHocmi. BoOHouac cnocmepieailomscsi UKIUKU Y Npoyeci
8NPOBAIICEHHSL, SIKI NOMPeOYOMb IPYHMOBHO20 AHANIZY MA YiMKUX PEeKOMEHOAYIl.

Memoro Odocnioscenns € oyinka enaugy bescepgephoi ingpacmpykmypu Ha umpamu Hd NIOMPUMKY CepE8epHUX
3ACMOCYHKIB, BU3HAUEHHA nepeddz i PU3UKIB, d MAKOM CMEOPEHH MemOOUKU OYIHKU eKOHOMIYHOI OoyintbHocmi
il énposadaicents y Kopomro- ma 00620CmMpoKosiu nepcnekmugi. /s GUKOHAHHSL NOCMAGIEHUX 3d60aHb 3ACMOCO8AHO
Memoou CUCeMHO20 AHANi3Y, KOMNAPAMUSHO20 AHANI3Y, NPOSHO3VEAHHA MA MOOen08anHs eumpam. Y pezyniomami
BUKOHAHO NOPIGHAHNS 0cOOIUBOCMEl De3cepeepHOi MoOeni ma MpaouyiiHUX pilenb, d MaKolC po3pooIeHO NPAKMUYHI
pekomenoayii 0 onmumizayii it GUKOPUCTNAHHSL.

Jlocnioscennss 0eMOHCMPYE, w0 be3cepeepHa iHppacmpyKkmypa Cnpusie Cymme8omy 3HUNCEHHIO UMPAN Y CYeHAPIaxX
i3 HU3LKUM piBHeM mpaghiKy, CNpoweHHI0 YRPAGIiHHA pecypcamu ma 3MeHUeHHI0 nompeou Y 8UCOKOK8ANIQhIKoBaHUX
Gaxisysix DevOps. Boonouac i0eHmughikyromucs npuxosani eumpamul, CKIaOHoWI inmezpayii' 3 iCHyIOUUMU CUCeMaMiL,
PUBUKU 015t Ge3nexu OaHUX ma 3a1exiCHICIb 8i0 NOCMAYANbHUKIE XMAPHUX NOCIYe. 3anpononosana mMemoouka oyinKu
EKOHOMIYHOI OoyitbHOCMI nepexody Ha 0e3cepgepHy MoOelb 3a0e3nedye MOJNCIUGICIG aHANI3y eumpam i 6ueoo
3 YPAaxy8aHHAM cneyuqhiku npoEKNy, wo 00360J5€ NPUIMAMU OOIPYHMOBAHI PILULEHHS.
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Poboma axyenmye ysazy na momy, wjo 6e3cepeepra apximexmypa € nepcneKmueHUM IHCMPYMeHMoM 05 Onmumizayii
yughposux cucmem, npome ii 6npo6adHceHHs Nompedye pemenbHo20 NIAHY8AHHA MA 8PAXYEAHHA NOMEHYIIHUX PUSUKIE.
Tooanvwi Odocnioxcenns nepeddauaiomv OemanvHe 6USUEHHs 00820CHPOKO8O20 6NIUEY Oe3cep8epHUX MexHON0ill
na IT-ingppacmpyxmypy, pospodky adanmusnux mooeneu O GUCOKOHABAHMANCEHUX CUCHIEM, A MAKONIC CMEOPEHHs
iHHOBaYINUX piutenb Ona 3aOe3nevenHs Oe3neku OaHux y XmapHomy cepedosuwi. Lle cnpusmume 800CKOHANEHHIO
VAPABAIHHA IHPACMPYKIMYPOIO Ma NiOGUWEHHIO epeKmuUHOCMI YUDPOBUX CUCTEM ) MATOYMHbOMY.

Kntouosi cnosa: Gescepgeepna ingpacmpykmypa, onmumisayis eumpam, YAPAGNiHHS pecypcami, eKOHOMIYHA
00YiNbHICMb, XMAPHI CEPBICU, PUBUKU BNPOBAOINCEHHS.

Problem statement

In the current conditions of information technology development, there is a growing need to optimise the cost of supporting
server applications, which are key components of many digital systems. Given the ever-increasing complexity of the
infrastructure and the need to ensure its high performance, uninterrupted operation, and scalability, traditional approaches to
managing server resources require significant improvement. Using a serverless infrastructure that automates the deployment,
management, and scaling of computing resources is becoming one of the most promising solutions to this problem.

The serverless model is characterised by developers not needing to worry about maintaining servers, and resources are
automatically allocated depending on the application’s needs. This reduces technical support costs, improves computing
power efficiency, and simplifies development processes. However, the implementation of such a model is also accompanied
by several challenges related to analysing the feasibility of its application in specific cases, particularly in the long term,
where there may be hidden costs associated with integration, data security and adaptation of existing software.

The problem’s relevance is determined by the need to develop clear methodologies for assessing the cost-effectiveness
of the transition to a serverless infrastructure, considering the specifics of server-based applications. The scientific task
is to create conceptual models for analysing and forecasting costs, increasing digital system’s conomic efficiency. The
study’s practical significance is to develop recommendations for optimising software support costs in the context of using
innovative serverless infrastructure technologies.

Analysis of the latest research and publications

Using serverless infrastructure has become an important tool for optimising server support costs. This topic covers a
number of technical, economic, and legal aspects, which are reflected in the works of various authors. O. Kostenko and
V. Furashev study the legal aspects of introducing innovative technologies, such as serverless solutions, in the web space.
They argue that such architectures contribute to the creation of adaptive legal platforms that can function effectively in the
dynamic conditions of the meta-universe, optimising resources and reducing support costs [1]. In the field of information
security, special attention is paid to automating data protection processes. K. Chyzhmar and his researchers demonstrate
how serverless solutions provide resilience to cyber threats through automated security management. In addition, the
introduction of such technologies can significantly reduce costs without compromising system functionality [2].

D.Zanon’s research reveals the economic benefits of serverless architectures. His analysis focuses on eliminating the
need to administer physical servers, which is especially relevant for small and medium-sized enterprises. The study’s
practical examples confirm the effectiveness of these systems in optimising operating costs [3].

J.Scheuner conducted a comparative analysis of various serverless platforms. The paper highlights how resource
optimisation ensures stable performance even in high-load scenarios. The researcher also emphasises the importance of
adapting systems to the specifics of the tasks [4].

B.Zambrano considers architectural solutions aimed at increasing the scalability of serverless systems. His
recommendations are focused on corporate environments, where the introduction of such technologies can significantly
reduce the cost of technical support and administration [5].

The peculiarities of process automation in serverless infrastructure are highlighted in the works of M. Roberts and
J.Chapin. The authors emphasise that automated resource management helps to increase system reliability and reduce
costs by minimising the impact of the human factor [6].

The role of serverless solutions in scientific computing is analysed by J.Afiel and colleagues. The researchers’
conclusions show that automation of resource management can reduce infrastructure costs and make complex computing
tasks more accessible [7].

The flexibility in scaling systems provided by serverless solutions is analysed by C. Safer. His research focuses on the
effectiveness of using cloud platforms for dynamic projects with heavy loads. According to the author, such approaches
can significantly reduce operating costs [8].

An analysis of the impact of autonomous services and microfrontends on resource savings was conducted by J. Gilbert
and E. Price. Their research demonstrates how increasing the modularity of systems contributes to the economic feasibility
of implementing these technologies [9].

The educational aspect of using serverless systems is the subject of research by J. Katzer. He emphasises that training
specialists in this area is a key element for the successful implementation of technologies and increasing the overall
performance of systems [10].
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DevOps practices for serverless systems are studied by S. Bangera. In his work, he emphasises that coordinated work
between development and system administrator teams helps to optimise deployment processes and reduce infrastructure
maintenance costs [11].

The research presented here demonstrates the significant potential of serverless architecture to reduce the cost of
supporting systems on the server side. Process automation, scalability, and resource savings allow this technology to be
used in both business and research projects while maintaining a balance between efficiency and economic feasibility.
Despite advances in serverless infrastructure research, important aspects remain unresolved, which limits its effective
implementation. In particular, the conceptual features of this model compared to traditional approaches are not well
understood, which makes it difficult to adapt it to a wide range of applications. The cost-effectiveness of serverless
technologies is mostly assessed for individual scenarios, but there is a lack of systematic approaches to cost-benefit analysis
in different conditions. Integration of serverless infrastructure with existing systems remains a challenge due to the lack
of models for assessing risks and hidden costs. Data security aspects in the cloud environment require additional research,
especially given the increased requirements for data protection. There is also a lack of practical guidance for adapting this
architecture to different types of applications, which limits its versatility. The proposed research is aimed at developing
a methodology for a comprehensive assessment of economic feasibility and practical recommendations that take into
account the specifics of applications and long-term prospects. This is expected to fill existing gaps, broaden scientific
understanding of the problem, and facilitate more efficient implementation of serverless infrastructure in various industries.

Formulation of the research objective

The article’s purpose is to analyse the impact of using serverless infrastructure on the costs of supporting server
applications, determine its effectiveness in the context of maintenance optimisation, and develop recommendations for its
implementation in modern digital systems.

Research objectives:

1. To investigate the conceptual features of serverless infrastructure, its advantages and differences from traditional
server resource management models, and to assess the economic efficiency of its use based on the analysis of server
application support costs.

2. Identify the key challenges and risks of implementing serverless infrastructure, including hidden costs, aspects of
integration with existing systems, and data security issues in the cloud environment.

3. To develop practical recommendations for optimising the use of serverless infrastructure, considering the needs
of different types of applications, and to propose a methodology for assessing the economic feasibility of switching to a
serverless model in the short and long term.

Summary of the main material

Serverless infrastructure has become an innovative approach to managing server resources that radically changes
traditional approaches to hosting and supporting applications. It is based on a model where computing resources are
provided on demand, and developers focus exclusively on software functionality, leaving infrastructure management to the
service provider [4]. Traditional models involve the continuous operation of servers with predefined characteristics, which
requires significant financial and technical resources to ensure their performance and scalability. In this context, serverless
infrastructure provides automation of resource management, cost reduction, and performance improvement (Table 1).

Table 1
Comparison of traditional hosting and serverless infrastructure in server-based relationships
Comparison parameter Traditional hosting Serverless infrastructure
Basic principle of operation | Constant operation of servers with fixed characteristics Use resources only when needed
Costs Fixed costs, regardless of the level of usage Payment for actual use
Complexity of management Requires the involvement of DevOps specialists Can be maintained by a small team or even a single developer
Scalability Manual configuration or use of predefined parameters Automatic scalability
Examples of technologies EC2-based servers, physical servers AWS/Lambda, Google Cloud/Cloud.Functlons, Microsoft
Azure/Azure Functions
Cost-effectiveness Depends on the level of resource utilisation Significantly reduced for low traffic applications

Source: compiled by the author based on [4, 5,7, 9].

The practical implementation of serverless infrastructure demonstrates significant advantages in today’s environment.
For example, AWS Lambda allows server functions to run only on demand, which is especially beneficial for low-traffic
applications. At the same time, costs can be reduced to a few dollars per month, compared to tens or even hundreds of
dollars for using traditional servers that run continuously. Using NestJS in combination with AWS Lambda and API
Gateway ensures compatibility with microservice architecture, modularity, and efficient dependency injection, which
further simplifies development and maintenance [6]. Reducing the complexity of the infrastructure also significantly
reduces the need to engage DevOps specialists as support tasks become less technically complex [10]. This approach
provides the flexibility and scalability required for modern digital systems.
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The cost-effectiveness of serverless technology is one of the key aspects that makes this model attractive for modern
server-based applications. Thanks to the pay-as-you-go principle, serverless infrastructure can significantly reduce costs,
especially for low-traffic applications. Unlike traditional hosting, where servers are running 24/7, the serverless approach
involves allocating resources only when tasks are running. This provides savings, reduces operational complexity, and allows
developers to focus on the functional aspects of applications (Table 2). The figures in Table 2 are based on official AWS tariffs
available in public documentation and represent a calculation for a typical usage scenario — an application with 50 requests
per day. This scenario simulates real-world conditions for small or test projects that are often encountered in practice.

Table 2
Cost-effectiveness of traditional hosting and serverless infrastructure in server applications
Metric Traditional server (EC2) Serverless model (AWS Lambda)
Type of resource EC2 t3. medium (2 vCPU, 4 GB RAM) AWS Lambda (on-demand functions)
Cost per usage unit $0.0416 (per hour)’ $0.00000001564 (per request assuming that its execution time = 5 seconds)’
Monthly costs (50 requests/day) $29.95 (running 24/7) $0.0073 (assuming 5 seconds execution time per request)’
Annual costs $359.40 (running 24/7) $0.003 (assuming 5 seconds execution time per request)
Involvement of DevOps resources | Requires highly qualified specialists Can be supported by a single developer

Source: compiled by the author on the basis of [12—-16].

The practical implementation of serverless technologies demonstrates significant savings for low-traffic applications.
For example, in a scenario with 50 requests per day — 5 seconds duration time per each one, the annual cost of a traditional
t3.medium server is approximately $359, while using AWS Lambda costs only $0.003. This analysis confirms that a
serverless infrastructure is extremely efficient when servers are used infrequently and provides flexibility in scaling.
Combined with services such as DynamoDB, S3, and NestJS, it can reduce operating costs and ensure easy integration
even for small development teams.

Implementing a serverless infrastructure is a promising way to optimise costs and increase the efficiency of server
resource management. However, it is accompanied by several challenges and risks that require detailed analysis. One of
the main risks is hidden costs that may arise from uneven or unpredictable resource usage [8]. Although the pay-as-you-go
model seems cost-effective, it can become financially burdensome for applications with high call frequency or significant
data processing, which increases the overall cost of service.

Integrating serverless infrastructure with existing systems is also a challenge. Implementing solutions such as AWS
Lambda or API Gateway requires adapting the application architecture, which can require additional development,
testing, and configuration costs [3]. In the case of complex systems with many dependencies, integrating a serverless
infrastructure can lead to unexpected technical problems, such as performance degradation due to network delays or
coordination issues between different components.

Another challenge is ensuring data security, as serverless infrastructure involves storing and processing information
in a cloud environment. This increases the risks associated with data confidentiality and availability, which requires
additional security measures [11]. This is compounded by dependence on the service provider, which can create limitations
in the choice of solutions and affect the long-term strategy of IT infrastructure development.

Another important aspect is the need for developers with appropriate qualifications to work with serverless
technologies. Despite simplifying some operational tasks, developing and maintaining serverless applications requires
a deep understanding of new technologies and their specifics. Failure to consider these challenges at the implementation
stage can lead to significant delays in project implementation and increased costs for team training [4].

Thus, while serverless infrastructure offers significant advantages in flexibility and cost-effectiveness, successful
implementation requires careful planning, a sound risk assessment, and the development of mitigation strategies. This
will ensure stable application performance and optimise overall infrastructure support costs.

Optimising the use of serverless infrastructure requires a comprehensive approach that considers the specifics of
applications and their functional requirements. For applications with low traffic or irregular workloads, it is recommended
to use a pay-as-you-go model to minimise costs. In such cases, using AWS Lambda with the API Gateway for managing
requests provides cost-effectiveness and scalability [5]. It is important to design the application architecture in such a way
as to avoid unnecessary function calls that can lead to increased costs.

For systems with high-performance requirements, you should pay attention to the possibility of optimising delays
that may occur due to the peculiarities of processing requests in the cloud environment. This can be achieved through
data caching and integration with services such as DynamoDB, which provide high-speed access to information.
For applications with a large number of interdependent components, it is advisable to consider using a microservice
architecture that simplifies integration with serverless solutions and reduces the complexity of infrastructure management.

In the process of developing and maintaining serverless applications, attention should be paid to automating resource
monitoring and management. Using tools such as CloudWatch allows you to receive data on the performance of functions
and respond quickly to failures or increased load. Additional security measures, including encryption and access control,
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should be implemented to ensure data security, as the use of the cloud environment involves an increased risk of
information leakage.

Depending on the needs of the application, it is also important to consider the integration of serverless solutions with
existing systems. When moving from a traditional infrastructure, it is necessary to audit the architecture and identify
components that can be migrated to a serverless model without significant adaptation costs. At the same time, the risks of
dependence on a cloud service provider should be taken into account, and the ability to migrate to other platforms should
be ensured if necessary.

The practical implementation of such approaches will optimise costs, ensure application stability, and increase resource
management flexibility. This will form the basis for creating effective digital solutions that meet modern business and
technology requirements.

Evaluating the economic feasibility of switching to a serverless model is a key stage in planning the implementation
of modern infrastructure solutions in server applications. In today’s environment, when resource efficiency and cost
optimisation are becoming a priority for most organisations, this methodology allows you to make informed decisions
about the feasibility and scope of serverless architecture integration. It helps to avoid unnecessary costs and risks associated
with insufficient consideration of project specifics or errors in forecasting resource requirements.

Unlike traditional estimation models that focus on analysing the capital and operating costs of supporting servers,
the methodology for the serverless model takes into account the dynamics of the load, the specifics of using functional
components, and integration with cloud services. It is based on analysing key indicators, such as traffic volume, number
of requests, amount of stored data, performance level, and duration of use of functions. This makes the approach adaptable
to the conditions of a particular project and allows us to consider both short-term and long-term benefits (Fig. 1).

Analysis of current server usage, including the number of
requests, traffic level, costs

Create cost forecasts for traditional and serverless models
based on statistical data

Analysis of transition costs and comparison with
potential savings in the first months of use

Cost and benefit projections over several years, including
scaling scenarios

Drawing conclusions on the feasibility of migration
depending on the type of application and business needs

Fig. 1. Stages of the methodology for assessing the economic feasibility of switching to a serverless model

Source: author’s own development

The methodology allows you to assess whether it is reasonable to switch to a serverless model for a particular
application under different load scenarios. It will help to predict which costs will be most significant in the initial stages of
integration and which will be more significant in the long term, taking into account the possible increase in the volume of
requests or changes in business requirements. In addition, thanks to detailed modelling, companies are expected to be able
to better adapt their resource management strategy, reducing the risks of mismanagement and increasing the efficiency of
their IT solutions.

This will be the basis for ensuring application stability, reducing financial burden and maintaining competitive advantage.

Conclusions

Serverless infrastructure opens up new opportunities for optimising the cost of supporting server applications,
increasing productivity, and simplifying resource management. The analysis showed that the main advantages of this
model are flexibility in scaling, a significant reduction in financial costs in low-traffic scenarios, and a reduction in the
need to attract highly qualified DevOps specialists.
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It is found that the implementation of serverless infrastructure is accompanied by key problems such as hidden costs,
difficulties in integrating with existing systems, increased data security risks, and dependence on cloud service providers.
Practical recommendations for optimising this model to meet the needs of different types of applications are developed,
including selecting appropriate tools, resource monitoring and automation of infrastructure management. A methodology
for assessing the economic feasibility of switching to a serverless model based on the analysis of costs and benefits in the
short and long term is proposed.

The results of the study are useful for making informed decisions on the implementation of serverless architecture
in modern digital systems. Prospects for further research include a detailed study of the long-term impact of serverless
technologies on the cost-effectiveness of IT infrastructure, the development of models for adapting these solutions for
systems with high-performance requirements, and the exploration of new ways to ensure data security in the cloud
environment. This will help improve existing methods and increase the efficiency of digital systems in the future.
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TEOPETHUYHI ACIIEKTH BI3YAJIbBHUX MOB ITPOI'PAMYBAHH

Bizyanvui mosu npocpamyeanusi ne € wupoKo po3no6CioOACeHUMU Ot PO3POOKU CKAAOHO20 NPOSPAMHO20 300e3-
neuennsi. Lle cmamms € meopemuuHoOw YACMUHOK KOMIIEKCHO20 OOCHIONCeHHS, o Mae 08l ocHogui yini. [lo-nepue,
BUABUMU, 5K GI3VAIbHI MOGU NPOSPAMYSAHHSL GNIUBAIOMb HA SHYYKICTb NpocpamHno2o 3abesnevenns. I[lo-opyee, susHa-
Yumu, Yu Marme OHU NEPeAsU npu pospooyi NPOSPAMHO20 3a0e3NeYeH s 3 KOZHIMUBHUMU 0OMeCeHHIMU (TH00ChKA
nam ’smov, KOHYeHmpayis, yeaea, nasieayis, WeuoKicms MUcienHs mowo). Pezyismamu yb02o 00CIIONCEHHS € 8ANCTUBU-
MU 05t NPAKMUYHOL yacmunu. B cmammi pozensinymo n’same cyuacHux 6i3yanbHuX Mo8 npocpamyeanisl, 3p00ieHo 020
060X 021510060-AHANTMUYHUX CIamell NPo BI3yaAlbHI MOSU NPOSPAMYBAHHS A NPOAHANIZ08AHO 0eCANb HAYKOBUX Npalb,
SKI NPAKMUYHO BUKOPUCTOBYIOMb 00 €KM 00CTIONCEHH Y C80ill npuKIaowiu eanysi. Ha ocrogi 3iopanozco mamepiany 6ynu
CMBOPEHT NPUHYUNU BI3YATIHUX MO8 NPOSPAMYSAHHSL, W0 NOKPAWYIOMb HYYKICIb NPO2PAMHO20 3a0e3nedentst. Bionogio-
HO 00 yux npuxyunie byna cmeopena apximexmypa. LLlo6 bymu egpexmurum iHCmpymenmom po3pooxu, nompiore cne-
yianizogane cepedosuuye. J0CnioAHcenHs makolc Hadae peKxomenoayii w000 6npoBaONCeHHs THMEe2POBAHO20 CePedosUd
Ppo3pobku. Cmeopeni npuHyuny Maroms NeGHULL NOUMUSHULL 6NIUE HA apXimeKmypy, i 01 Moo, wob nepesipeno cmeep-
doicyeamu, ujo npocpamue 3aoe3neweH s cmae OLIbu eHyUKUM, HeoOXiOHi nodanvuui npakmuyti 0ociodcents. Ilooanvuti
00CNIOJNCEHHS MAKOJIC NOBUHHI GKIIFOUAMU KOZHIMUGHI MA NCUXONO2IYHI mecmu, wob cmeepodicy8amu npo nepeeazy Hao
MEKCMOBUMU MOBUMU NPOSPAMYSAHHSL 3A2ANbHO20 NpusHayents. Takum Yunom, MOJNCHA MITbKU RPURYCIUMU, WO NPUH-
Yunu, apximexmypa ma KOHYenyis iHmezposano2o cepedosuuyda po3pooKu 0Jist 8I3YATbHUX MOG NPOSPAMYSAHHSL, U0 GUKILA-
Oeni 6 cmammi, MAloMb MEHOEHYII0 00 3MEHULEHHS. BNIUBY KOSHIMUBHUX (PAKMOPI& HA npoyec po3POOKU NPOSPAMHOZO
3abesneuenns. Teopemuuni pezyibmamu yb02o 0OCHIONCEHHs. HeOOXIOHI 01l MO0, Wob Gi3YanbHi MOBU NPOSPAMYEAHHSL
Cmanu HAcCMiIbKU JHC UUPOKO 3ACMOCOBHUMU, 5K [ IEKCMOGI MOBU NPOSPAMYBAHHSL 3A2AIbHO20 NPUSHAYEHHSL.

Knrwouosi cnosa: apximexmypa, i3yanbhe npocpamyBants, 6i3yaibHa Mo8a NPOSPAMYBAHHSL, GI3VAIbHO-OPIEHMOBANE
npoSPamyeanis, inmezpogane cepedosuiye po3pooKil.
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THEORETICAL ASPECTS OF VISUAL PROGRAMMING LANGUAGES
Visual programming languages are not widely used for developing complex software. This paper is a theoretical part

of a complex study with two main goals. First, to identify how visual programming languages affect software flexibility.
Second, to determine whether they have advantages when developing software with cognitive limitations (human memory,
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concentration, attention, navigation, speed of thinking, etc). The results of this study are important for the practical
part. The article considers five modern visual programming languages, examines two review and analytical articles
about visual programming languages, and analyzes ten scientific papers that practically use the object of study in their
applied field. Based on the collected material, the principles of visual programming languages were created to improve
software flexibility. An architecture was created in accordance with these principles. To be an effective development tool,
a specialized environment is required. The study also provides recommendations for implementing a visual integrated
development environment. The established principles have a certain positive impact on the architecture, and further
practical research is needed to reliably assert that sofiware is becoming more flexible. Further research should also
include cognitive and psychological tests to claim superiority over general-purpose text-based programming languages.
Thus, it can only be assumed that the principles, architecture and concept of an integrated development environment for
visual programming languages outlined in this paper tend to reduce the influence of cognitive factors on the software
development process. The theoretical results of this study are necessary for visual programming languages to become as
widely used as general-purpose textual programming languages.

Key words: architecture, visual programming, visual programming language, visual-oriented programming,
integrated development environment.

IMocranoBka npoodsiemMu

Po3poOHNKN MOXYTh MiZABHIIMUTH IIBUAKICTh TPOEKTYBaHHs Ta sKicTh [13 3a HOMOMOror 3py4YHUX IHCTPYMEHTIB
Ta KOHIEMIT «sIKiCcTh-I[IHa-yac». CKIaHy CTPYKTYpY KOJIB BaKKO yTPHMYBATH B JIFOJICHKIH ITam’sTi 4yepe3 KOrHITHBHI
0OMEXEHHs, TOMy NOTpiOHa BeJIMKa KUIBKICTh JOKyMeHTalil. BisyanbHa po3poOka 3MeHIIye 10 MoTpedy, CIyryroun
CaMOCTIHHOIO JIOKyMEHTalli€l0. BaxkIMBo CTBOPUTH BUILUI piBeHb aOCTpaKIii /Ul MaHIMyIIOBaHHs apxiTektyporo I13.
Bizyanbhi MoBu nporpamysants (VPLs) 3a0e3mneuyroTh aOCTpaKIliio Haa KOJOM, MOKPAILYIOTh PO3YMIHHS TPEAMETHOI
o0racTi uepes MO/ICIIOBAHHS apXITEKTYPH SIK CEMaHTHYHOT MEepexki. Y TaKUX MOJIEIISIX By3JH (TIOHSTTS) Ta peOpa (3B’ s13KN)
MOJISTIITYIOTh HaBITaI[II0 Ta MaHIyJIOBaHHS CKIaIHUMHU cTpyKkTypamu. [loennanns VPLs 3 00’ €ekTHO-OpieHTOBAaHUM TIijI-
XOJIOM CTBOPIOE MOTYKHUH THCTPYMEHT JIJIsl MOZIENIOBaHHs Ta po3pooku [13. IcHyroTh pitenns ams neperBoperns UML
y MpOTrpaMHHi KOJI, X04a BOHU MaloTh oOMexeHHs. KOorHITHBHI 0OMeXeHHsI TIPH pOOOTi 3 TEKCTOBUM KOJIOM CIIPHYH-
HSIOTh MOBLIBHY 00pOOKY Ta MOMWJIKH. BisyalbHi eleMEHTH HIBHIIIE OOPOOISIOTECS MO3KOM Jromuuu. [IporpaMuuit
KOJl YaCTO Ma€ CMHTAKCHYHI TIOMMJIKH, TOAI SIK Bi3yallbHI €JIEMEHTH MOXXYTh MaTH TUIBKU JIOTTUHI MOMHJIIKH, SIKI JIETKO
BUIIPAaBUTH. BJIOK-CXeMH CHPUSIOTH peai3allii aJlrOpUTMIB 1 3MEHIIYIOTh HWMOBIpHICT OMHJIOK. CydacHi TeXHOJOTIT
JI03BOJISIFOTH AaBTOMAaTUYHO MEPETBOPIOBATH OJIOK-CXeMH Yy mporpaMHuii koa. VPLs B MoeHaHHI 3 KOMIIOHEHTHO-OPi€H-
TOBaHMUM MIIXOZOM IiJIBUIIYIOTh THY4YKicTh [13. Bi3yasibHi MOBH IporpaMyBaHHs 4acTO BUKOPHCTOBYIOTHCSI B OCBITHIX
IUISIX 4Yepe3 CBOi nepeBard. BoHM NepeknanalTbesi B Ko 0e3 CHHTAaKCMYHHX MMOMHIIOK 1 MalOTh OMHMCH Ta IiJIKa3Kh
NPUPOIHOI0 MOBOIO. [HTErpoBaHi cepeoBuIla Bi3yalbHOI PO3pOOKH 3a0e31euyoTh BUCOKY 3PYUHICTh 1 JOCTYIHICTS,
HIBUJIKY PO3pOOKY Ta CTBOpEHHs MpOoTOoTUMiB. Tpaauiiiiine mporpaMyBaHHs Ma€ KiJibka 0ap’€piB Juis TOYaTKiBIiB. SIKII0
MOYaTKiBEIb HE PO3YyMi€ CHHTAKCHUCY, BiH 3ITKHETHCS 3 IPIOHNMH IIOMUIIKAMH, TAKUMH SIK 3aiiBi 200 MPOIYIIEeH] y)KKH Ta
3HAKM MyHKTYaIlil. SIKI10 BiH He po3yMie CeMaHTHKH, TO He Oy/ie po3yMITH MOBE/IIHKY onepariii Ta GpyHKii. SIKio BiH He
PO3yMi€ IparMaTiKH, TO He 3p03yMie, KOJIH 1 sIK BUKOPUCTOBYBaTH onepailii Ta pyHkuii [2, c. 288]. Onnak cydacuni VPLs
MEHII TIOTYXKHi, Hi’)K TEKCTOBI MOBH, 1 4acTO HE MiATPUMYIOTh CTPYKTYPU MAacHBIB, 0ararornoTOKOBICTh, MOIYIbHUH Y1
00’ €KTHO-OpIEHTOBAHUI MI/IX1]l, @ TAKOXK poOoTY 3 aitioBoro cucremoro [9, c. 55]. Iiaxin BizyasibHOro nporpamMmyBaHHs
BUKOPHUCTOBYETHCSI B JIoMeHHO-crierudigvanx MoBax (DSL), ski cnenianizyroTbCss Ha KOHKPETHHX 3aBAaHHsX [6, c. 3],
wiaTGopMax MajaokoaoBoi po3pooku (LCDP), 1o n103BossitoTh poekTyBaTH [13 3a 0MOMOT0I0 Bi3yaabHHUX IHCTPYMEH-
TiB, 1 B iH)KeHepii, kepoBaHiit Monensimu (MDE), ne mozieni BUKOPHCTOBYIOTBCS [UIst BCiel po3poOKku Ta miarpumku 113
[12, c. 440]. CxiagHicTh MPOrPaMHOTO 3a0e3ECUCHHSI 3pOCTAE 3 TIOSBOI0 HOBUX TEXHOJIOTIH, 110 CTBOPIOE BUKIIUKH IS
YHCTOTO Bi3yaJbHOTO MPOrpaMyBaHHSI.

AHaJIi3 OCTaHHIX A0CTizKeHb i myOmikanii

V ranysi iHxeHepil Ta po3poOKH MPOTrpaMHOro 3a0e3eueHHsI iICHye 0e3J1id MiIX0/iB, METOMOJIOTIH, TeXHIK, IHCTPY-
MEHTIB Ta Teopiii. [lJ1s1 CTBOPEHHS HOBOTO UM BIOCKOHAJICHHS ITPOJYKTY, 1110 ICHY€ BUKOPUCTOBYETHCS HasIBHA TEOPETHYHA
0aza. Y xo/i MoIIyKy Ta aHajli3y Cy4yacHHUX Bi3yaJIbHUX MOB IpOrpaMyBaHHsI OyJIo BpaxoBaHO JIaHi 3 AOCIHiIKeHsb [9, 14].
Kpurepii Bindoopy VPLs BkiIr04a Iy HassBHICTh OHOBJICHB ITPOTSATOM OCTAaHHIX JJBOX POKIB, HASIBHICTh EPCOHAIBHOTO BEO-
caiiTy, CremiaiizoBaHOTO CepeIoBHUINa PO3pOOKH Ta CydacHOro Jqu3aiiHy iHTepdelicy kopuctyBada. Cepen 53 VPLs, onu-
CaHUX B aHAIITHYHHX CTATTAX, Oyno BiniOpano 5. CkiajieHo aHaIITHYHY Ta MOPIBHUIBHY Tabnuio. HactynmHum kpokom
OyB aHaJli3 cTarell y HayKOBHX 0a3axX JaHUX 3a TAKMMH KPUTEPIsIMU TIOIIYKY: KiIro4uoBi cioBa (Visual language, visual
programming, visual programming language, visual programming environment) Ta HaykoBi 0a3u nanux (ScienceDirect,
ResearchGate, Google Scholar, Wikipedia). 3aramom Oyino BiniOpano 10 HaykoBuX cTareii 3 pi3HUX cdep 3acToCyBaHHS,
1100 3pOOUTH HaBEICHI i7eT OLIBII 3aCTOCOBHIMH.

OTpumaHi pe3yibTaTd aHalli3y HE MalTh Ha METI MOPIBHSHHS KaHIUAATIB Ha 3BaHHs Haiikpamoro VPL, BoHu
€ nume iHpopMaTuBHUMU. JIMBISIYMCh HAa MOCTYNHI (DYHKI[IOHAIBHI MOXIIMBOCTI MOXKHA BU3HAYUTH, 1110 € 3arajbHO-
NPUIHATOIO MPAKTHKOIO JUIS Bi3yaJIbHUX MOB IpOTrpaMyBaHHs. Raptor — me cepenoBumIle NMporpaMyBaHHs Ha OCHOBI
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OJI0K-CXeM PO3poOJIeHe s JOMOMOTH CTY[CHTaM y Bisyaulizallii alrTOpUTMIB Ta YHUKHEHHI CHHTAKCHYHOI CKJIaHOCTI.
Flowgorithm — e Ge3mraTHa MOBa MpOrpaMyBaHHsI JJIs TOYATKIBIIIB, sika 0a3yeThes Ha Tpadiuaux Omok-cxemax. Scratch
¢yHKIIOHYE K BeOpimeHHs 3 0(IaifH-peaakTOpoM ISl CTBOPEHHS irop, aHiMarii Ta ictopiid. App Inventor — me Bi3y-
aJIbHE CepeIOBHIIE NIPOrpaMyBaHHs J03BOJISIE KOPUCTYBa4yaM, 30KpeMa IIporpamMicTaM-IovaTKiBIsIM, a TAKOXK BUKJIa/[a-
4aM, CTBOPIOBATH MOOLITBHI 3aCTOCYHKH st MpucTpoiB Android Ta i0OS 3a momomororo iHTepdeiicy drag-and-drop. Node-
RED — 1ie iHCTpYMEHT IS Bi3yaJbHOTO MIPOTPAMyBaHHS HA OCHOBI ITOTOKY 3 HU3BKHM BMiCTOM KOAY PO3pOOICHUN IS
I IKITIOYEeHHS arapatHoro 3abe3nedeHss, APl Ta onnaifH-cepBiciB y npoekrax [oT.

[Micns perexpHOTO MOCHiMKEHHS Oyino iHCTampoBaHO Ta mociimkeHo IDE mms xokHOTrO 3 BHmmesraganux VPLs.
VY tabmumi | HaBe#eHi pe3ydabTaTH MOCHiIKeHHS. Posmmsmanucs mume 3aranbHi QyHKIII gocTymHi koxxHOMY. KokHe
CEepeIOBHINE PO3POOKH MOXKE MaTH CBOI OCOOIMBOCTI, SKi MOTPEOYIOTh IIHOIIOTO A0 CITiIKEHHS.

Raptor 3 fioro HeBenMKHM HaOOPOM Bi3yaJbHUX OJIOKIB BCE III€ MOXKE OyTH XOPOIINM TPOTPaMHHUM 3a0€3TeUeHHIM
JUTS HaBYaHHS Yepe3 HOro MPOCTOTY Ta Bizyallizallito BUKOHaHHS nporpamu. Flowgorithm € mpuBabmiBiM 4epes3 mmpoxy
migTpumMky GPL ta GaratomoBHUI iHTEepdeiic, a TAaKOXK YyIOBi HaBUAIBHI pecypcH. Scratch, opieHTOBaHMI Ha KOHKPETHY
00I1acTh 1 Maro4H 1HTYITUBHO 3p03yMinuii iHTepdeiic HaBiTh I AiTeH, 3aliMae MillHI MO3HIIi cepesl OCBITHIX IMPOTpaM.
[ompn mepeBaru iHTEpdeEicy mepeTsIryBaHHs Ta CKUIAAaHHSA, IHTYiTHBHO 3p03yMijioi 0610Kk0BOi Joriku, App Inventor He
BUKOPHCTOBYETHCS JJIsl CTBOPEHHS CKIIAJHOIO IIPOrPaMHOTO 3a0e3MeyeHHs, IPUYMHOI0 MOoXKe OyTH clla0Ka MigTpHMKa
mpoekxTy 3 60Ky miardopm Andoroid Ta i0S. Node-RED BHUKOpHCTOBYEThCS TEXHOIOTIYHUMH KOMIIaHIAIMH (aHi 3 iX BeO-
caiiry), BiH moOymoBanuii Ha Node.js, AKuii a€ 1oCTym A0 6aratbox 610mi0TeK, IKi MOKHA BUKOPHUCTOBYBATH Y (YHKITIO-
HaJBHUX OJIOKaX, OMHUM i3 (pakTopiB HOro e(peKTUBHOCTI € MOETHAHHSA Bi3yalnbHUX 00’ €kTiB Ta JavaScript-dynkmii. [1{o0
Bi3yaslbHi MOBH TIPOTPaMyBaHHS BUKOPHCTOBYBAJUCS HE TUTBKH JUTS BYy3bKOCIICIIaTi30BaHUX 3a7a4, BOHH ITOBHHHI MaTh

Tabmuus 1
AnaniTuyne nopiBusaHHs VPLs Ta ix cepenoBuin
Cdepa Supported . . Bba3zyerbes . . . .
Ne Ha3sBa bep pp Jlinen3is Y CuibHi CTOPOHHU Ta YHIKAJILHI 000 IMBOCTI
3aCTOCYBAHHS GPL Ha
. C, Java, Ada, | GNU General MonaynbpHuii Ta 00’ €KTHO-OPIEHTOBAHUM; IHCTPYMEHTH
1 Raptor Ocsita S Brok-cxema Y P py
C#1a VBA | Public License HaJIaroJKEHHS
KopucryBadi MOXKyYTh KOHTPOJIFOBATH IBUIKICTh
. IIporpamua C++, CH#, Java, prcty Y . P . A

2 | Flowgorithm Freeware Biok-cxema BUKOHAHHSI OJIOK-CXEM; MIATPUMYE AEKiTbKa MOB

IHXKeHepis Python i me 10 HporpaMysars

JocrymnHuii sik BeOruiatdopma, a TakoXK IIPOIOHYE
3 Scratch OcsiTa He migrpumye MIT brox odraifH-peakTop; Creniani3yeTbesl Ha IHTePaKTHBHHX
iCTOpIsIX, irpax Ta aHiMarii

4 | App Inventor | MoGinbHa po3poOka Java MIT Brox [MixTpumka emynstopis; inTepdeiic drag-and-drop

[TinTprMKa iHTEPHET-IPOTOKOIIB; IPOrPaMyBaHHs

5 | Node-RED InrepHer peueit JavaScript Apache 2.0 | Brok-cxema
MTOTOKOM JaHHUX

Taommi 2
Buxopucranus VPLs

Ne Hasga crarTi / BucHoBOK micis orisiay

Raptor: a visual programming environment for teaching object-oriented programming [13] / Raptor — e Bi3yanbHe cepeoBHIIe
[IpOrpaMyBaHHs, IPU3HAYEHE JUIsl HABIaHHs 00’ €KTHO-OPI€HTOBAHOIO MPOrpaMyBaHHs. BOHO akTHBHO 3aCTOCOBYEThLCS B OCBITHIH cepi
Ta MiTPUMY€E OCHOBHI IPHHIUIN 00’ €KTHO-OPIEHTOBAHOTO IIPOrPaMyBaHHs, TaKi sIK IHKAICYyIIsILisl, ycIaaKyBaHHs Ta nomimMopdizm. UML
nu3aiinep Raptor 1o3Bosisie KOpUCTyBauyaM CTBOPIOBATH KJIACH, iHTepdelich Ta THIHN nepepaxyBaHb. KpiM TOro, cepeloBHIIe Ma€ OHAN
80 BOynoBaHUX (YHKIIH 1 IpoLeayp, SKi JO3BOIAIOTH CTyACHTAM I'€HepyBaTH BUIIAJKOBI YHCIIa, BAKOHYBAaTH TPHTOHOMETPHYHI OOUUCIICHHS,
MaJroBarty rpadiky (koia, KBaJparH, JTiHil TOIIO) Ta B3a€MOJIATH 3 BKa3iBHUMH IPHCTPOSMHU. Raptor BHKOPHCTOBYE CTPYKTYypPOBaHY METOIHKY
HaBYaHHS, 110 J03BOJISIE CTYIEHTAaM BHKOHYBATH IIpOrpaMy IIOKPOKOBO abo 3amyckaru ii 6e3nepepsHo. Komentysanus B Raptor 3nilicHIOETBCS
[IITXOM HAaTUCKaHHs IIPAaBO1 KHOIKY MU HA CHMBOJI Ta BHOOPY IIYHKTY «KOMEHTAp»

A visual programming environment for functional languages [11] / BizyansHe cepenoBuiie nporpamyBanHs 115l QyHKIIOHATbHIX MOB
3aCTOCOBYETBCS B rally3i KOMII' IOTEPHUX HayK. BOHO onucye MeToau nepeHeceHHs eJIeMEeHTIB (PyHKIIIOHATBHOTO NPOrpaMyBaHHs Y Bi3yajbHe
2 CepeoBHUIIe, PO3IIsAAAE IUTAHHS CTBOPCHHS HAJIAro/KyBadiB Ul Bi3yalIbHUX CEPEIOBHIL] IPOTPaMyBaHHS Ta MICPEBIPKU CHHTAKCUCY
Bi3yaJbHUX 00’ €KTIiB. Y poOOTI HABEACHO MPUKIAAN YCHIMIHUX MPAKTHK, 10 JEMOHCTPYIOTh peali3alilo Bi3yaabHOTrO ()YHKIIIOHAIEHOTO

cepenosuina nporpamysanss (VFPE)

A didactic object-oriented, prototype-based visual programming environment [7] / BidyanbHe cepeqoBuiiie IporpaMyBaHHs ISl JUAAKTHIHHX
LJICH, 1110 TTOEAHYE 00’ €KTHO-OPIEHTOBAHY Ta MPOTOTUITHO-0a30BY MO, BAKOPUCTOBYETHCS B OCBITHIN cdepi. Y HbOMY MPEACTABICHO CHHTAKCHC
Bi3yaJIbHOI MOBH IPOrpaMyBaHHs, 1110 CIIPHSIE KPALLIOMY 3aCBOEHHIO MaTepiaiy cTyaeHTamu. Cepei HepeloBHX MPAKTUK BiJ3BHAYCHO MO€HAHHS
MPOTOTHITHO-0a30B01 MOJIEIi 3 06’ €KTHO-OPIEHTOBAHOIO MOZIEILIIO, 1[0 03BOJISIE OUTBIIT ¢(h)eKTUBHO HABYATH OCHOBHHX KOHIICIIIi MPOrpaMyBaHHs
JSPatcher, a visual programming environment for building high-performance web audio applications [10] / JSPatcher — ue Bizyansne
CEepeIOBHUIIE POrpaMyBaHHsl, IPHU3HAYEHE [T CTBOPSHHS BUCOKOIPOLYKTHBHUX Bebayio 3actocyHKiB. Cdepa 3aCTOCYBaHHS OXOIIIOE
4 00po0OKy MynpTHMEniHNX qaHnX. Y cepenosumti JSPatcher npeacTapieHo apXiTeKTypy Ta CHHTAaKCHC Bi3yaJdbHOI MOBH IIPOTPaMyBaHHs,
1110 HoJsieriye podoTy 3 ayniofgaHuMu. Jlo mepejoBHX MPAKTHK BiJHOCHTHCS BUKOPUCTaHH iHTepdeiicy 3 6aTbKiBChKOT 3araibHOT MOBH
MIporpaMyBaHHsI, 0 3a0e3Ieuye BHCOKY IIPOAYKTHBHICT Ta THYYKICTb IIPH PO3pOOILIi ayai03acTOCYHKIB
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mpoKy 0azy Gi0ioTeK 3araixpHOTO Mpu3HaueHHs. [1oCTiliHI OHOBICHHS € KPUTHYHO BAXIUBUMH i VPL, ockimbkn
0e3 HUX KIII€HTH BTPadaloTh JOBiIpY 0 TEXHOIIOTII, a i MicIie 3aiiMatoTh OibII MPOCYHYTI PillIeHHS. Y HACTYIHUX CTaT-
mx [1, 3,4,5,7,8, 10, 11, 13, 15] sanano inpopmariito mpo te, ik VPLs 3acTocoByroThcs B pisHUX chepax. Tabmurs 2
JEMOHCTPYE X JTOCBI.

Icuaye Garato crioco6iB po3poOku Ta BrpoBakeHHS VPLs Ta ix cepenoBum. [loeqHanHsS TEKITBKOX MOIeIeH mporpa-
MyBaHHSI Ta IMiAXO/iB POOUTH Iei poliec HaAIHHIIIIM 1 TO3UTHBHO BIuMBae Ha VPL. Marepianu goCiiKeHHS Bi3yalbHUX
MOB TIPOTPaMyBaHHS Ta OIVIST HAYKOBUX CTaTeH 3HAYHO MOKPAIIMIIN PE3YNBTATH LOTO TOCTIIPKEHHS], SIKI BUKJIACHO Jali.

DopMyJTIOBAHHS METH A0CTi/IKEeHHS

MeTor0 TOCTiIKEHHS € CTBOPEHHS TEOPETHYHOT 0a3u I Bi3yaJIbHIX MOB IIPOTpaMyBaHHS. 3aBIaHHS MOJIATAIOTH Y PO3-
poOIIi MPHUHIMITIB Bi3yalbHUX MOB MPOTPaMyBaHHSA Ta 1X apXiTEKTypH, CTBOPEHI MPOMO3HUIII] U iX IHTETPOBAHOTO Cepel-
OBHIIA PO3POOKH. 3ayM KOMIUIEKCHOTO TOCTIKEHHS TAKOXK ITOJISITa€ B CTBOPEHHI MPOTIO3HUIIIH 00 pO3pOOKH poO0IOro
CEpeIOBHIIA Ha OCHOBI Bi3yaJbHHX MOB IPOTPaMyBaHHS, K€ 3MEHIIIY€ BIUIMB KOTHITUBHUX Ta O10JOTIYHUX OOMEKECHB,
TaKWX 5K 31aTHICTD JIOAUHHA 00poOIsaiTH iH(opMarito, 30epiraTa ii B maM’sTi Ta (JOKyCyBaTH yBary Ha IIEBHUX 3aBIaHHSIX.

Buk/ageHHs 0CHOBHOTO MaTepiay A0CTiaKeHHS

He nocnimxerns copmysano npuniwmy VPL. [Tpuamun 1. Ilapaguryu nporpaMyBaHHS, MOIEII, ITiIXOIH, AITOPATMHI
Ta CTPYKTypH JaHuX, po3pobneni B GPL, moxyTs OyTu Bukopuctani y VPL 3 meBHuM piBHeM aOcTpaxiiii. [IpuHmmmn 2.
Buxopucranus xoxy sk gokymenTamii. Ockinpku y VPL Hemae komy, Bi3yallbHI €IEMEHTH € OJHOYaCHO abCTpaKIi€elo
Koy Ta nokyMmeHTarieto. [Ipuamnum 3. KoxkeH piBeHb apXiTeKTypH MOMUIAETHCS Ha JOMEH, SIKU MoXke OyTH po30HuTHii Ha
MEHIIII YaCTHHH Ta MaTH MiAPiBHI IUIIXoM Aexommo3utii. [Tpuaiun 4. [leperisin 109ipHbOT0 KOHTEHTY Ta 0AaTBKIBCHKHIX
3B’A3KiB Ha OTHOMY DPiBHI € BUCHAJINBUM TS pO3pOOHUKA, TOMY BOHH MOBHHHI OyTH po3aineHi. [Ipuanun 5. VPL Buko-
PHUCTOBYIOTh KOMIIOHEHTHHUH i IXi[I, 0 3a0e3medye MOAYIbHICTh IPOTPaMHOTO 3a0e3MedeHHs, MOXKIIUBICTD JEKOMITO3H-
i Ha MEHIII KOMIIOHEHTH, TOBTOPHE BUKOPHUCTAHHS KOy, MTOIIUPEHH: MadoHiB i 6ibmiorek. [Ipuanumn 6. VPL Buko-
PHUCTOBYIOTH 00’ €KTHO-Opi€HTOBaHMH minxin. Kiacu He MicTATh pearnizallii JaHUX, a JIMIIE IIOCHIaHH Ha CXEMY JOMEHIB
JIAHUX, METOIN SKNX MOXKYTh OTPUMYBATH AOCTYII A0 MaHuX. Kitlacu He MicTATh peanizariiii MEeTOiB, a JIHMIIe NOCHIaHHS
Ha METOJH, 0 3HAXOAAThcA B JoMeHi MetofiB. [Tpuammm 7. [Tomimopdism y VPL peanizoBanuii TakumM 4HHOM, IO HE
KJIaC BU3HAYA€ peajizalilo METOIy, a METOJ IpU BUKJIHMKY 3aJIeKHO BiJl THUITy 00’€KTa B AKOMY BiH OyB BHKIHMKAHHIA,
BH3HAa4a€ croci6 cBoei moBeninku. [puaimm 8. Kinacu Takox MaroTh moniMopdisM U CXeMH JaHUX, BOHU MTOCHIIAIOTHCS
Ha CXeMY JIaHHX i3 JOMEHY JaHUX, JIe BU3HAYAETHCS 1X 00CST, THII Ta OOMEKSHHS 3aJIC)KHO BiJl TUITY 00’ €KTa, SIKHH 10 HIX
3BepTaethes. [puamun 9. VPL moBuHHA MaTH HOCTYH A0 OaTbKiBChKHX 0ibmioTex oOpanoi GPL, a Takox cTBOproBaTu
cBoi BitacHi 00ropTku Ha ix ocHOBI. [IpuaItun 10. CTpyKTypa MaKyHKIB pO3TIAAA€THCS HE SK JIiHIITHA CTPYKTypa TeK, a sIK
JBOBHMipHA 00IIaCTh MIEBHOTO TOMeHY. BoHa Moxke OyTH mpencTaBieHa rpadoM, Jie KOKHa BEpPIIHHA MOXKE ITPUXOBYBATH
HoBwi migrpad. [Ipuanun 11. VPL moBuHHI BUKOPHUCTOBYBATH €JIeMEHTH Jaiarpam BapiaHTiB Bukopuctanusa (Use Case)
3 UML. AkTopu MaroTh BizyaJbHE IPEICTaBICHHS, a TAKOXK B3a€MO3B 130K OJMH 3 OTHUM, IPEIEICHTH HaBEICHI OKPEMO
y dopmi Tabmmik. [Tpuaiun 12. KokeH exeMeHT NOBHHEH MaTH MOYKIIMBICTh JEAKTUBYBATHCS 1 CTABaTH HEIOCTYITHUM
JUTA B3aeMopii 3 iHmmMu. JleakTuBalis 00’ €KTiB KOpUCHA TS HAATO/PKEHHS, a TAKOX [T 3aMiHH CTapuX peasizalliil Ha
HOBI, cripusitoun mBHAKIH po3podui I13. Ipuamun 13. VLP moBuHHI MiATpUMYBaTH BEPCIHICTH MPOTrpaMHOTO 3a0e3-
TIeYeHHSI Ta MOJKJIMBICTh BiTHOBIIEHHS moriepenHix Bepciil. [Tpuammm 14. Abctpakuii y VPL He BUMararoT reHepyBaHHS
TOTO CaMOTO KOAy JUIs OaThKIBCHKOI TEKCTOBOI MOBH HporpaMyBaHHS. Hampukmazn, 06’ e€kTHO-OpieHTOBaHI abcTpakmii
MOYKHA TIEPETBOPHUTH Ha mpouexypHuit kox. [Tpunium 15. Koxer krac moBuHeH OyTy MOB’SI3aHUN 3 1HITUMH KJIacaMu
yepe3 CeMaHTUYHY MOJIETb, [IE By3JIH BIANIOBINAIOTH Ki1acaM, a BIAHOCHHHU MK HUMH IPECTABIAIOTHCS MPELeJeHTaM1
ix metoniB. IlepeBarn VPL Ta rHydYKicTh mporpamMHOTO 3a0e3redeHHs 3aiexars Bifg oOpaHoi apxitekTypu. CTBopeHa
apxitekrypa (puc. 1) Mae micTh MATPYTI, IO BiANOBITAIOTH 3a MEeBHI QYHKIIII B IporpaMHOMYy 3abe3mnederHi. Cepen HUX:
BapiaHTH BUKOPUCTAHHS, iHTep(deiic KopucTyBada, AaHi, IIOTOKH, MOTIMOP(]i3M KIIaciB, BiTHOCHHH KIIACIB.

UML piarpama BapiaHTiB BUKOPHCTaHHS € IHCTPYMEHTOM IUIS Bizyaii3allii BUMOT IO HPOTPaMHOTO 3a0e3MedeHHs,
30CepeNKEHNM Ha aKTOpax Ta MperneaeHTax. AKTOPH NMPEACTaBISIOTh YIACHUKIB CHCTEMH 3 PI3HUMHU JJ03BOJIAMH, a TIpe-
LEICHTH BiOOpaXkaloTh Mii, AKi Il aKTOpH MOXYTh BUKOHYBaTH. [I11 3a0e3meueHHs THYYKOCTI apXiTeKTypa MOeIHye
3B’A3KH M) aKTOPaMH Ta JI03BOJIH, 1 MPETICACHTH, 110 € aOCTPaKIiIMH T MeToAiB. Hampukitam, KopucTyBad Mae O3Bi
Ha YUTaHHA (aiiily, TOMy BiH Ma€ BapiaHT BUKOpHCTaHHS «UuTaHHS (aiimy», a METOX HagacTh MPOTPaMHY JIOTIKY IS
YUTaHHS Qailiy.

IcHyt0Th pi3HI cIOCOOW CTBOPEHHS KOPHUCTYBAIBKOTO iHTEp(EHCy, aje sl THYIKOCTI MPOrpaMHOro 3abe3rnedeHHs
BaYXJTUBUM € CITAOKHI 3B’ A30K. ApPXITEKTypa BKazye, sk 3a0e3MmednTH cIa0Kuii 3B’ 130K MiX 1HTEp(EHcoM 1 JOTiKOI0 po-
rpamu. MeToJ BUKJIMKAE OO, IKa 3MIHIOE CTaH, MICIIA 90To iHTepdeiic KoprcTyBada 3MiHIOETHCS BIATIOBITHO 70 3a7a-
HuX yMOB. L{e 03Hauae, M0 HaBiTH PH 3MiHI JOTIKH IPOrpaMH KOPHCTYBAIbKUH iHTEpdEeric He mOTpedye 3MiH.

3rigno 3 mpuHIKnamu it VPL, apxitektypa miakpeciroe moiaiMopdizm. Kimacu MoxxyTs OyTH 1oB’s13aHi Midk 00010
1 MICTUTH TTOCHJIAaHHS Ha JIOMEHH JaHUX 1 METOMIB 3aMicTh Oe3mocepenHix qanux abo meroniB. Kinacu mominsrorecs Ha
JIBa THITH: OHI Peai3yroTh JOTIKY MPOTpaMHOTro 3a0e3nedeHHs, i — akTopiB. Knacu 3 morikoro [13 He moBuHHI OyTH
OB’ s13aHi 3 aKTOPaMHU.
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Puc. 1. ApxitexkTtypa njs VPLs

ApXITeKTypa TIOTOKIB BaKIIMBA JUTS CKIIATHIX CHCTEM, SKi MOXKYTh 3aITyTaTd pO3pOOHMKa CBOEIO CKIIaaHicTIO. Kiac
BUKJIMKA€ METO], a JOMEH ITOTOKIB BU3HA4Ya€, HA SIKOMY MOTOL Horo BUKOHyBaTH. [I0TOKM 1MOB’s13aHi 3 MOHATTAMH ITyITy
MTOTOKIB 1 siiep mpoIiecopa Ta MaloTh BizyadbHe mpeactaBieHHs y VPL. IlporpaMue 3abe3nedeHHs MOKE BHKOHYBAaTH
oOumnCIIeHHs Ha BiganeHuX cepBepax. JlIoMeH MOTOKIB MOYKEe 3MiHIOBAaTH MOBEIIHKY CHCTEMH 3aJISKHO BiJl YMOB, HAIIPH-
KJIaJI, BUKOPHCTAHHS BipTyaJbHOTO cepBepa MpH HecTaui JOKaIbHUX pecypciB. VPL nmomomararots po3poOHUKY OaduTh
BCi JIOCTYTIHI pECypCH.

JlaHi € BayKIMBOIO YaCTHHOIO KJaciB. JIoMeH Mepexi BU3HA4ae, 10 SIKMX MEPEK MOXKE OTPUMATH JIOCTYII IIporpama,
3abe3neuyroun Oe3neKy Ta 0OMexyroun mpkepena nannx. Ckiragae [13 Mmoke BUKOPHCTOBYBATH KilbKa 0a3 TaHUX 1 MaTh
YMOBH, III0 3MIHIOIOTH HOTO MoBeniHKy. Y VPL BakiIMBO Bi3yalizyBaTH BCiX yUaCHHUKIB, AKi 30epiraloTh a00 HaJar0Th JaHi.
JloMeH cXOBHII BiIMOBima€ 3a poOOTy 3 (paimaMu: YUTaHHS, pelaryBaHHsA Ta CTBOPEHH:. [IporpaMa Moke MaTu JOCTYII
JI0 IEKUTBKOX AWCKIB OmeparliifHoi ciucremMu abo XMapHOTO CXOBHWIIaA. Bisyamizamis BCiX y4acHHKIB poOOTH 3 JaHUMHU
€ BaYKJINBOIO 4yacTHHOIO VPL.

OcTtaHHs MATpyNa BiAMOBITa€E 3a MAKSTH Ta KJIACH. 3B’ S3KH MiX KJIacaMH CTBOPIOIOTHCS depe3 MPEeIMETHY 00JIacTh
ab6o cnenmdiuny apxitexrypy I113. BisyansHe npeacTaBieHHs 3B’ A3KiB Mixk kKiacaMu y VPLs TOBUHHO BiMOBIIaTH TIPHH-
nunaM. KokeH mpoekT Mae KOpPEHEeBHH TMaKeT, SKH MO)Ke MICTUTH JOMeHH. KokeH TOMeH makeTa MOKe MICTHTH BHY-
TPIIIHI TTAKETH Ta KJIach abo iXHi JoMeHH. JIoOMeH Kacy MOXKe MICTHTH JiuIe kiacu. Kiac JoMeHiB BU3HAUa€ iX CHUTbHY
Kateropiro. JIoMeH makeTa — I1e KaTeropist Ui BHyTPIIIHEOTO BMICTY.

[TepeBaroro 1i€i apXiTEeKTypH € JETKICTh MEPEBIPKH CHHTAKCUCY, OCKIUTBKH i €IEMEHTH MAroTh Mayo 3B’SI3KiB MiX
co0oro0. YacTHHM apXiTEKTYpH pO3TAIIOBaHi 3a JIIHIHHIM Ma0I0HOM i MaIOTh JIMIIE IBOX CYCiIiB, TOMY IIpOrpamMHe 3a0e3-
redeHHs HabyBae THy4KoCTi. Bukopucranus takoi apxitekrypu B GPL cTBOpHTE Oararo 3aifBoro Koy i BUMaraio O Bif
po3poOHIKa BEIUKOi KITBKOCTI OTeparii, Mo ycKiIaaHioe kepyBaHHsA 00’ ekramu. Y VPL maHa apxiTekTypa He BIUTHBA€E
Ha IIBUJKICTH pO3pOOKH, OCKUTBKH BCi OTeparii BUKOHY€E CepeIOBHUIIE, SIKE TIPOTIOHY€E Oarato (GopM i Bi3yalbHUX IIPO-
CTOPIB JUTS 3pYYHOTO MAHIITYIIOBAaHHS BCiMa €JIeMEHTaMH apXiTeKTypH.

Po3pobmeni npuammmu VPL TicHO MOB’s3aHI 3 CEpeIOBUIIEM PO3POOKH B SKOMY BOHH MOXYTh OyTH 3aCTOCOBaH.
I 3anpomoHOBaHa apXiTEeKTypa I0CsSTae CBOET THYYKOCTI Ta MIBUAKOCTI pO3POOKH JIHIIE Y BiAIOBITHOMY iIHTETPOBAHOMY
cepemoBuIIi po3poOKu. st CTBOPEHHS IHTETPOBAHOTO CEPEAOBHUINA PO3POOKH 10 Bi3yaIbHUX MOB ITPOTPaMyBaHHS BAPTO
nepeadauyuTH 3pydHi IHCTPYMEHTH JJIs CTBOPEHHS iHTep(eiiciB KopHucTyBaua, SK MeKiIapaTuBHi, Tak i drag-and-drop.
BuxopucranHs HEHPOHHUX MEpEX ITOTIOMOXKE Y CTBOPEHHI pO3MITKU iHTepdelicy 3 mpuponHoi MoBu. [HTEpdeiic mepe-
TATYBaHHS Bi3yaJbHIX KOMIIOHEHTIB Y poO04y 00IaCTh MPOEKTY Ta aBTOMAaTHYHA TTepeBipka CEMaHTHYHIX MOJIEIeH 3Ha-
YHO CIIPOCTSITH Tporiec po3podku. CepenoBuIre TOBUHHO MIATPUMYBATH Pi3Hi MMapagurMu MPOTPaMyBaHHS TeHEPYIOUN
BIJIIOBITHUIH KO, i 3a0e3MeuyBaTH MePEeBipKy CHHTAKCHCY B PEKUMI PeaibHOTO Yacy. [HCTpyMEeHTH IUIsS HaJIaroKeHHS
€ 000B’S3KOBUMH, a KOJKCH PIBEHb apXiTEKTypH IMOBHHEH MAaTH OKpeMy BKIanKy. [linTpmmka open source maOloHIB
1 CyJacHHUX METOZOJIOTiH PO3POOKH TaKOXK € BAXKIINBOI0. HeoOXimHO peanizyBaTn MOXKIINBICTH OKPEMOTO BEPCIIOBAHHS /IS
KOXXHOTO PiBHA Ta BCHOTO MIPOEKTY 3arajioM, a TAKOXK iHTerpyBaTu 6i0miorexu ctBoperi migx GPL y BizyanbHI KOHCTPYKIIii.
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BaxxnnBo 3a0e3MeunTH MOXKIIMBICTh PO3IIUPEHHS CIIMCKY MOB IIPOTpaMyBaHHSI 1HITMMHU PO3POOHUKAMHU, MIATPUMKY Hia-
rpaM Ta Bi3yaJi3aIlio JaHuX.
BucnoBku

s crarta Oyne KOPHCHOIO IUISA AOCHITHUKIB Ta PO3POOHUKIB, sIKi XOUyTh MPAIFOBATH 3 Bi3yaJIbHUIMH MOBaMH IIPO-
rpaMyBaHHA Ta iXHIMH IHTETPOBAHUMH CEPEJOBUIIaMHU po3poOkn. BoHa He OXOIITIOE BCi CKIIaTHOIII PO3POOKH Ta BIPO-
BamkenHs IDE mnsa VPL, ane npuanmmy, mo 3a0e3medyroTs THYYKICTh IPOTPAMHOTO 3a0€31eUeHHs, MOXKYTh OyTH BHKO-
pHUCTaHi 1032 KOHTEKCTOM Bi3yaJIbHIX MOB TporpaMyBaHHS. /I FOTO JOCTIHKEHHS 310paiy aHATITHYHI Ta iHKeHEpHI
Martepiaiy i CTBOPMIIN /IBa ACCATKU MPUHIUTIB 11 VPLS, SKi CIPUATHUMYTH IXHPOMY PO3BUTKY. Y HayKOBii poOoTi aHa-
nizyroTecst cydacHi VPLs Ta mociimkeHHs B il Tamy3i, OMUCYIOTHCS MPUHIUIN peaisallii Bi3yaJbHOI MOBH IIPOTPaMy-
BaHHS 1 POTIO3UII MO0 crienr(iKalliif, sSIKi IOBMHHI MaTH iX IHTETPOBaHi CEepeIOBHIA PO3POOKH. Takok mpeacTaBIeHO
HOBY apXiTEKTypy, SKa TiCHO ITOB’s3aHa 3 IIUMH MIPUHIMIIAMU. [1ei 3anpomoHoBaHi B CTAaTTi MOXKYTh OyTH HEIIOBHUMH Ta
MOTPEOYIOTh TONANBIINX JOCTIHKEHb. byllo BUKOpHCTaHO 00OMEXEHYy KUTbKICTh aHANITHYHUX cTareii mpo VPLs Ta mpo-
BezeHo aHami3 nekinbkox IDEs, Tomy maHi MOXKyTh OyTH HeTOBHUMH. I1iel momo po3podku VPL 3arampHOTO mpr3HaYeHHS
HE MaloTh (piHAHCOBOTO OOTPYHTYBaHHS i MOTPEOYIOTH CIIOYATKy HAIIPAIIOBAaHHS TEOPETUIHOI Oa3W Ta iIHHOBAIIHUX Ti-
XOIIiB, 00 00TpyHTYBaTH pU3UKH. BripoBamkenHs onmcanoi apxiTektypu VPL Ta 11 IDE koHmemntii Mo)xe MaTH TO3UTHBHI
Ppe3yIbTaTH, 1 aBTOPH IUIAaHYIOTh MTPOIOBKYBATH HociimKkeHHs VPLs Ta mpakTiHdHe 3acTOCYBaHHS PO3pOOIEHOT TEOPii.
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PO3NNOAIVIEHE MOJAEJIOBAHHA 'TETEPOI'EHHUX CUCTEM
IHTEPHETY PEYEM

Cmammas npuceauena 0ocniodxncenHo ma po3pooyi posnooinenoi cucmemu MoOen08aHHs Olisl 2emepO2eHHUX CUCTEM
Iumepunemy peueiti (IoT). V cyuacnux ymosax pozeumxy loT-mexnonoeiii 6unuKae HeoOXioHicmy y cmeopenii eqheKmueHux
Memooi6 Kepy8aHHs pecypcamil, CUHXPOHIZayii Oanux i 3abesnedents 63aemo0ii 8enuroi Kinbkocmi npucmpois. Icnyroui
MoOdeni ma cucmemu MOOENOBAHH MAIOMb HUZKY 0DMedceHb, 30KpeMa 8UCOKI 3ampUMKY 8 00podyi Oanux, obmedtceHy
Macumado8anicms ma 3HAUHI 6UMO2U 00 OOUUCTIOBATLHUX PeCypCis. Y pobomi 3anpononosano mpupisnesy apximexkniy-
DY PO3N00ineno2o Mooenio8anis, aKa 003605€ egexmusHo Kepysamu e3aecmodicio loT-npucmpois. Apximexmypa ckaa-
0aemucsi 3 PiGHsL PO3NOOLIEHO20 BIPMYANLHOZ0 MOOCTIOBAHHS MePedci, PIGHS 63A€MOOI] Ma KOHMPOIIO, A MAKOIC PIGHS
cayorcou cninbHo2o 38°a3ky. Taka cmpykmypa 0036015€ NiOGUWUMUY NPOOYKMUBHICMb cUCMeEMU, 3a0e3neyumu ueuoKy
CUHXPOHI3aYII0 CMAHIE 00 €KMI8 Ma 3MEeHWUMU HABAHMANCEHH HA YeHMPAbHI 00uUCII08abHI 8y31u. [Iposedeno ananiz
cyuacHux nioxooie 00 YNpasiiHHA pecypcamu ma onmumizayii oouucniosanroHux npoyecis y loT-cucmemax. JJocniosxceno
aneopummu CUHXpOHI3ayii cmawuie 00’ekmis, po3nodiny 3a60aHb MidC Gy31amu ma Mexamizmu O6alancy8aHHs HABAHMA-
Jrcents. 3anponoHosano MemoouxKy OUHAMIYHO20 Nepepo3nooiny pecypcis, wo 0036014€ A0ANMUEHO 3MIHIOBANU KOH-
Qieypayiio cucmemu 3anexcHo 8i0 NOMOUH020 Haganmadicenus. Excnepumenmansvre mooenosants npooemMoHCcmpysano
3MEHUEHHsL 3aMPUMOK OOMIHY OGHUMU, NOKPAWLEHHS CUHXPOHI3aYIl ma nioguiyeHHs eqheKmusHoCmi po3nooiny pecypcis.
3anpononosanuii nioxio moosice 6ymu GUKOPUCMAHULL Y PIZHUX chepax, 30Kpema 8 POIVMHUX MICIAX, AGIMOMAMU308AHOMY
BUPOOHUYMGT, MPANCIOPMHUX CUCMEMAX ma npomuciosomy Inmepuemi peueii. Pesynomamu 00cniodicents 6i0Kpuearomo
nepcnekmueu 01 nooaIbLWol onmumizayii areopummie xepyeanus loT-mepesicamu, inmeepayii wmyyHo2o iHmenekny
0J15 NPOSHO3YBAHHSA HABAHMANCEHL MA PO3POOKU HOBUX MEMOOI8 A0ANMUEHO20 DANANCY8ANHS PECYPCIE.

Kniouoei cnoga: Inmepnem peuetl, cemepoeenti cucmemu, po3nooiiene MoOen08anHs, Ynpasiinmsa pecypcamu, mepe-
J1cl, OANAHCYBAHHS HABAHMAICEHHS, MAWUHHE HABYUAHHS, XMAPHI 0OUUCTIEHHSL.

45



BICHHK XHTY M 1(92), Y. 2, 2025 p. IH® OPMAIIIHHI TEXHOJIOI'TI

M.O.VOLK

Doctor of Technical Sciences, Professor,

Professor at the Department of Electronic Computers
Kharkiv National University of Radio Electronics
ORCID: 0000-0003-4229-9904

A.M.BUHRII

Candidate of Technical Sciences,

Senior Lecturer at the Department of Electronic Computers
Kharkiv National University of Radio Electronics

ORCID: 0009-0002-9059-3200

. V.BITIUKOVA

Master’s Student at the Department of Electronic Computers
Kharkiv National University of Radio Electronics

ORCID: 0009-0009-1817-4571

O.I. GALUSKA

Master’s Student at the Department of Electronic Computers
Kharkiv National University of Radio Electronics

ORCID: 0009-0001-0041-214X

P.M.BRESTOVYTSKYI

Postgraduate Student at the Department of Electronic Computers
Kharkiv National University of Radio Electronics

ORCID: 0009-0009-1278-7975

B.V.SOROBEY

Postgraduate Student at the Department of Electronic Computers
Kharkiv National University of Radio Electronics

ORCID: 0009-0007-1468-6508

DISTRIBUTED SIMULATION OF HETEROGENEOUS SYSTEMS OF THE INTERNET OF THINGS

The article is devoted to the research and development of a distributed modelling system for heterogeneous Internet
of Things (IoT) systems. In the current conditions of loT technology development, there is a need to create effective methods
for resource management, data synchronization, and ensuring the interaction of a large number of devices. Existing models
and modelling systems have a number of limitations, in particular, high delays in data processing, limited scalability,
and significant requirements for computing resources. The paper proposes a three-level distributed modelling architecture
that allows for effective management of the interaction of loT devices. The architecture consists of a distributed virtual
network modelling layer, an interaction and control layer, and a shared communication service layer. Such a structure
allows for increasing system performance, ensuring rapid synchronization of object states, and reducing the load on
central computing nodes. An analysis of modern approaches to resource management and optimization of computing
processes in IoT systems is conducted. Algorithms for object state synchronization, task distribution between nodes, and
load balancing mechanisms are studied. A dynamic resource redistribution method is proposed, which allows adaptively
changing the system configuration depending on the current load. Experimental modelling has demonstrated a reduction
in data exchange delays, improved synchronization, and increased resource allocation efficiency. The proposed approach
can be used in various areas, including smart cities, automated manufacturing, transportation systems, and the industrial
Internet of Things. The research results open up prospects for further optimization of loT network control algorithms,
integration of artificial intelligence for load forecasting, and development of new methods for adaptive resource balancing.

Key words: Internet of Things, heterogeneous systems, distributed simulation, resource management, networks, load
balancing, machine learning, cloud computing.

IMocTranoBka nNpodieMu

Possutok InTepuery peueit (I0T) 3HayHO BruMBae Ha pi3Hi cepH, Taki K pO3yMHI MiCTa, TPOMHUCIIOBICTh, MENIMHA
ta TpaHcnopt. OJHIEI0 3 OCHOBHUX MPOOJIeM y Wil ramysi € eeKTHBHE YIpaBIiHHSI pecypcaMu Ta CHHXPOHI3aIlis TpH-
ctpoiB [1, 2]. IIpobnema 1ie 3armOII0EThCs 3aBASKHA TETEPOreHHOT IPUPOJIl TaKUX po3moaiieHux cucteM [3]. Ichyroui
PpIlLICHHS] MAIOTh HU3KY 0OMEKEeHb, 30KpeMa BIUCOKI 3aTPUMKH B Iepe/iadl JaHuX, OOMEeKeHy MaclITabOBaHICTh Ta 3HAYHI
BUMOTH JI0 O0YHCITIOBAIEHUX PECYPCIB.

OnHMM 13 BOKJIMBHX acleKTiB po3BUTKY 10T € cTBopeHHs e(heKTHBHUX METO/IIB aHalli3y Ta POrHO3yBaHHs Tpadiky, 10
JI03BOJISIE 3MEHILIMTH TTEPEBAHTAKECHHS MEPEX 1 MiJIBUIIUTH e(eKTUBHICTH 00OMiHY HaHuMu. KpiM Toro, BeJmMka KUIBKICTh
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IoT-iprcTpoiB CTBOPIOE TOAATKOBI BUKJIMKH MO0 Oe3MeKn Ta KoH]iaeHniiHoCTI iHpopmarttii. Came ToMy HEOOXiTHO PO3-
ISIIAaTH HE JIMIIE TEXHIYHI ACTIEKTH YIPABIIHHS pecypcaMi, a i 3aX0/H, SIKi 3a0e3MeUyI0Th 3aXHUIICHICTh JaHNX.

Cepen cydacHHX METOAIB PO3MOAUICHHA 3aBIaHb 32 OOUMCIIOBATHHUMH PecypcaMH MO)KHA BHIUTUTH €BPUCTUYHI
anroput™u [4], SKi T03BOJSAIOTh €(PEKTHBHO PO3MOAUIATH OOUHCITIOBANIBHI PECYpCH, PHHKOBI METOIH [5], IO BUKOpPHC-
TOBYIOTh MEXaHi3MH ayKITIOHIB AJIS YIIPAaBIiHHS JOCTYTIOM JI0 PECYPCiB, METOIN Ha OCHOBI aJbsHCY [6], sSIKi CTBOPIOIOTH
KOOTIepaTHBHI TPYIH MPUCTPOIB IS CHIIBHOTO BUKOHAHHS 3aBOaHb, Ta iHII. [€TepoTeHH] CHCTEMH PO3MIIAIAIOTHCS K
apXIiTeKTypH, SIKi MOXYTh BiIPI3HATUCS CBOIMH CTPYKTypaMH, (QYHKIISIMH, KOMYHIKaIi€f0, MOKIHBOCTSIMH Ta PO3PO-
OJeHi U1 CyMiCHOT poOOTH y pi3HHX KOH(DITypamiix.

Posnonineni migxoan o ympasiiHas [oT 3abe3medyroTs BHIY HaIIHHICTD y MOPIBHSAHHI 3 IICHTPai30BAaHUMH MOJIe-
JIIMH, TIPOTE BOHU NOTPEOYIOTh €PEKTUBHUX aJTOPUTMIB KOOPAMHAILII Ta CHHXpOHi3alii. JlocimKeHHs MOKa3yoTh, 110
KOMOIHOBaHI TiIX0IH, SIKi MOEJHYIOTH JIOKAIbHE YIPaBIiHHS Ta TI00aIhHY KOOPAMHAIII0, MOXKYTh 3HAYHO TTOKPAITHTH
e(eKTHBHICTH CHCTEM Y IIIJIOMY.

OxpeMo BapTO 3a3HAYMTH BAXIIMBICTH METOIIB TPOTHO3YBAHHS HABAHTAXKCHHS, SKi 0a3ylOTbCS HAa MAIIMHHOMY
HABUaHHI Ta aHANi31 iICTOPHYHUX JaHUX. BOHU 103BOMAIOTH amanTtyBaT loT-cuctemu /10 3MiH y HaBaHTa)KeHHI, IO Tij-
BHIIY€E {XHIO CTaOUTBHICTD TA MPOAYKTUBHICTb.

OcTaHHI POKH PO3BHUTOK IUTaTGOPM MOJENIOBaHHS [HTepHETY pedeil BimOyBaBcs mapaneiabHO 3 €BONOLIEI0 apXiTeK-
TypH PO3MONUICHNX TeTePOreHHNK cucTteM. CriouaTky KOMIaHil Ha/JaBadd MOAYII U MOJACTIOBAHHS pa3oM i3 amapar-
HUMH I1aTGopMaMu, sKi MOKHa OyJio iHTerpyBaTH, HapUKiIad, y Simulink, mo 103BOIsIIO KOPHCTyBadaM YIOCKOHA-
moBaTh po3poOky. OgHaK 31 301TBIIEHHSIM CKIATHOCTI CTPYKTYP PO3IIHNPIOBABCA 1 CIIEKTP 3aBIaHb, M0 YCKIATHIOBAIIO
MIPOIEC MOJCTIOBAHHA. 3 TOSIBOI0 HOBHX HMPUCTPOIB I CKIAIHICTH JIMINE 3pocTania. SIK HACHiIOK, €QMHA IuIaTdopma
MOJIEITIOBaHHSI TIepecTalla BiIMOBiaTh MOTpedaM KOPHCTYBadiB, 1[0 CTUMYITIOBAJIO pO3pOOKY HE3aIEKHOTO IPOTPAMHOTO
3a0e3meueH s i1 MOJIeITIOBaHHs [7].

TexHOMOTI1 MOJETFOBAHHS TTOCTIIHO PO3BUBAIOTHCS, TIEPEXOATIH BiZl pOOOTH 3 OKPEMUMH 00’ €KTaMH 10 MOZICTIOBAHHS
CKJIQJIHUX, B3AEMOIIOB I3aHUX CTPYKTYp y AWHAMIYHUX CEPETOBHIIAX. MaciTadu mporpaMHOro 3abe3nedeHHs TaKOK 3pOC-
TalOTh, 1 TPAIUIIHHAHN TiIXiM, 10 Teper0dadae BUKOPUCTAHHS OKPEMHX KOMII FOTEPIB, BKe HE € e(heKTUBHIM. J{J11 BUpIIIeHHS
mpoOiieMn MacImTaboBaHOCTI HEOOXiTHA apXiTeKTypa po3monireHoi cuMyrsii. OCHOBHUM 3aBOaHHSAM € po3poOka Takoi
apXITEeKTypH, SKa BiIMOBiana 6 3p0CTal0uuM BUMOTaM /10 (PYHKITIOHATBHOCTI Ta CKIIQAHOCTI reTeporeHHnx loT-cucrem [§].

Posnoxinena apxiTekTypa MOAETIOBAaHHS Ma€ KiThbKa BaKJIMBHX IepeBar. BoHa TouHime BimoOpaxae peaabHi KOMYHi-
KalliffHi MPOIECH B yMOBAX T€TEPOTCHHUX CHCTEM i3 IIEHTPaTi30BaHOI0 a0 po3MoaiIeHoo ciiBIpaneio. e minkpecmoe
BaYKJIUBICTh BUKOPUCTAHHS MEPEKEBOI CTPYKTYPH ISt po3ropTraHHs ckiaaaux loT-cuctem [8].

Hemonikamu icHy04nX pileHb € oOMekeHa MacIITa00OBaHICTh, BUCOKE HABAHTA)KEHHS Ha IICHTPATBHI BY3JIH, HEIO-
CTaTHS TOYHICTH CHHXPOHI3aMii cTaHiB 00’ €KTiB, BUCOKA CKIAHICTh iHTETpaIlii HOBUX MPUCTPOIB.

DopMyTIOBAHHS METH J0C/i/IZKEHHS

Mertoro cTarTi € po3poOKa MOZIEIi CHCTEMH PO3IIOIIIEHOTO MOIetoBaHHs cucteM [HTepHeTty peueti (IoT) 3 ypaxysan-
HSIM 1X T€TePOreHHHX BIACTHBOCTEH, 1110 J1O3BOJIHUTH CTBOPUTH e(DEeKTUBHI METOIM YIPABIIiHHS pecypcaMt, OpraHizyBaTH
CHHXPOHI3AINI0 JaHUX, 3a0e3MeYNTH BUCOKY MPOAYKTHBHICTh BEMUKOI KiTbKoCTi loT-ipreTpoiB.

Buk/ageHHs 0CHOBHOTO MaTepiay A0CTiaKeHHS

BuxopucToBytoun T0CBiI po3p0oOKH MOAYJIIB KOHTPONIIO, B3a€MOIii, KOOPIMHALII JaTYMKIB Ta MPHUCTPOIB PO3TIA-
HEMO TPHPIBHEBY PO3MOIUICHY apXiTEKTypy MOACNIOBAHHSI, aJallTOBaHy Ul FeTEPOreHHHX CHCTeM [HTepHeTy pedeil.
BpaxoByroun MOXKIIHBI TPYIHOII, IOB’3aH1 3 Y3TOIKEHICTIO POOOTH Pi3HOPIAHUX IIaTGOPM, y TIPOIECi TPOSKTYBAHHS
MU KepyBaJINCS TPHOMA KIFOYOBUMH IIPUHIUIIAMH:

— MOJETIOBaHHSA Ma€ BUKOPHCTOBYBATH (i3W9HI 3aKOHH, a HOTO pe3yIbTaTH MOBUHHI 3aJTUIIATHCS Y3TOHKEHUMH MiK
yciMa pO3MOIIIEHIMH By3JIaMH CUMYJISIIIT;

— MOXJIUBOCTI KO)KHOTO MPUCTPOIO BU3HAYAIOTHCS HOTO KOHCTPYKTHBHHMH OCOOJMBOCTSIMH, TTapaMeTpaMH Cepe-
OBHIIA, TEXHIYHUMHU XapaKTePUCTUKAMH, JONOMIXHUMH MOJYJISIMU Ta CUCTEMOIO KepyBaHHS;

— QNTOPHUTMH B3a€EMOii MOBHHHI OyTH IepeBipeHi Ta MPOTECTOBaHI 3 BUKOPHCTAHHIM aBTEHTHYHHIX PO3IOIIICHIX
MeTo/iB Bepuikarii.

Ha ocHOBI nmx KoHIeNii O0yi10 po3po0IeHO apXiTEeKTypHY MOAETH, KA BKIFOYAE TP OCHOBHI piBHI (pHCYHOK 1).

PiBens 1. MepexeBuii piBeHb PO3MOAIIEHOTO BipTyaIbHOTO MOAETIOBaHHSA. OCHOBHE 3aBIaHHS [IFOTO PiBHA — ITiJI-
TPUMKA CIIBHOTO BipTyaJbHOTO CEPEAOBHUINA IS BCIX YIACHUKIB PO3MOIIICHOI CHCTEMH.

Sk 1y BUnmasiKky MacoBHUX 0araTOKOPUCTYBAIbKUX OHJIAIH-ITOp, 3aCTOCOBYEThCA KITIEHT-CEPBEPHA apXiTeKTypa, y SKil
KIIIEHT MATPUMYE JIOKAJIBHY KOMII0 BipTyaJIbHOTO IPOCTOPY, a CepBEep BUKOHYE 30epekeHHs MapaMeTpiB i pe3ylbTaTiB
cuMyIil. DyHKIIOHATBHICTE cepBepa pPO3MOAUIIETHECS MK YOTHPMa OCHOBHUMH CITyKOaMU: MOJIETIOBAHHS (i3MIHUX
B3a€MOJIiii, yIIpaBIiHHS CIICHAPIIMH, CHHXPOHI3aIlii Ta aIMiHICTpPyYBaHHS CEaHCIB.

PiBens 2. IlimmepeskeBuil piBeHb KOHTPOIIO Ta B3a€EMOIii. 3alIpoONOHOBaHA apXiTeKTypa 30epirae KIrO4oBi mepeBaru
HasBHUX TiaxoniB. Po3pobnena mimMepexa 3abe3nedye 3’€HAHHS BipTyalbHOTO KOPHCTyBada 3 HOTO HEHTPaIbHUM
MOJYIIEM YIIPaBIiHHSA, SIKHI BiIOBia€ 32 KOHTPOIb MTOBEIIHKA KOPUCTyBada abo MPUCTPOIO.
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Puc. 1. ApxitekTypa niaar¢opMu po3noaiieHOro MoJAe/II0BaHHA 3 TPbOMA PiBHAMHU

Bipryanbnuii KopucTyBad MoXe (yHKIIOHYBAaTH Y BHIVISII MOOUIBHOI M1aTopMH, OCHAIIEHOI CEHCOPHUMH MOJY-
JISIMM Ta TIPUBOJIAMH, TOJI1 SIK IIEHTPAIBHUNA MOY/Ib YIIPABIiHHSI MOXKEe OYTH sIK allapaTHUM KOMILIEKCOM i3 BOY/IOBaHOIO
OTIEPAILifHOI0 CUCTEMOIO PEalIbHOTO Yacy, TaK 1 MPALFOBATH i/l yIIPABITIHHAM JIOAWHHU. TakuM 4MHOM, J1aHa ITiMepexa
MATPUMYE SIK QBTOHOMHHI PEXUM POOOTH HA OCHOBI aJITOPUTMIB IITYYHOTO 1HTEJIEKTY, TaK 1 IHTEpaKTUBHHUNA PEXUM, /1€
KepyBaHHS 311HCHIOETHCS OIIEPATOPOM.

PiBens 3. MepeskeBuii piBeHb 3araJlbHOTO 3B’ A3Ky. KOHIEIIisl IIbOTO PiBHS, IO MPOIEMOHCTPYBala CBOIO €(hEeKTHB-
HICTB y PO3IOAIICHUX BOYIOBAaHHX CHCTEMAax peabHoOro Yacy (manpuxinan, y texaomnorii DDS s oOminy nannmm),
3aCTOCOBYETBCS TAKOK Y 3alpONoHOBaHiit Mojeni. [i ocHoBHa (yHKIis — 3a6e3neueHHs 6a30BOro piBHs 0OMiHY iH(OP-
Malli€ro MK yciMa ydacHHKaMu cucteMu. Ilependadaerses, 1o el piBeHb CIPUATUME KOOPAMHAII MK OCHOBHUMH
0OUHNCITIOBAJIBHUMH By3JlaMH rereporeHHHX loT-cucteMm, m03BONISIIOUM M €(EKTHBHO B3AEMOIATH B MeEXKax €IUHOI
iHpopManiitHoi iHppacTPyKTypH.

Byro mpoBenieHo TecTyBaHHS MPOIXYKTUBHOCTI CHCTEMH B YMOBAX peajbHUX HaBAaHTAXXEHb. J[JI1 MOJICIIIOBaHHS BUKO-
PHCTOBYBAJIUCS CIEHApii po3Nojily 3aBOaHb y PO3YMHHMX MicTax Ta npomucioBux loT-mepexax. JlocmimxyBamucs
MTOKa3HUKH 9acy BUKOHAHHS, €(DeKTUBHOCTI BUKOPUCTAHHS PECYPCIB 1 eHEPrOCTIOKMBAHHS.

Jnst mpoBenieHHs TecTiB Oyino 00paHo KiJlbKa TUIOBHUX CIIEHApiiB, sKi iMITYIOTh poboty loT-cucrem y pi3HHX cepen-
oBuIIax. Hanpukmiazn, y MiCbKOMY CepelOBHIII aHaTi3yBaJIMCs CUTYyallii, TOB’s3aHi 3 ONTHMIi3alli€l0 TPAHCIIOPTHUX TTOTO-
KiB Ta yNpaBJiHHSIM €HEpPrOCIIOKUBAHHAM y cMapT-OyliBisX. Y MPOMHCIOBUX CLEHAPisX OIiHIOBanacs e(heKTHBHICTH
pOOOTH CEHCOPHUX MEPEX Ta PO3IOALTY OOUNCIIOBAIBHUX PECYPCiB MK PI3HUMH MPUCTPOSIMHU.

Ha pucyHky 2 mpezacTaBieHO pe3ynbTaTd Bisyasizanii oTpuMaHux gaHux. I'padik BimoOpaxae po3moain mporecop-
HOTO 4acy BUKOHAHHS MOJIEJIEH Y BITHOILICHHI JI0 IIOBHOTO Yacy MOJIEIIOBAHHS, L0 iHIIIF0€ II00aIbHI 3MiHU TapaMeTpiB
MOJIEJTIOBAaHHS Ha PI3HUX €Talax — I0YaTKOBOMY, IIPOMIPKHOMY Ta 3aBEpIIaILHOMY.
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OCKUTBKH Ha TIOYaTKy MOJETIOBAHHS BCi NMPHCTPOi 3HAXOAATHCS Y CTaHI OYIKYBaHHS (PEXHM CHY), IIPOIIEHT OHOB-
JICHHS IaHWX € HU3BKHH 1 He mepeBuinye 5 %. Komm cucrema mepexonuTs y pekKUM aKTHBHOTO BUKOHAHHS 3aBIaHb,
MIPUCTPOi NOYMHAIOTH B3a€MO/III0, 3MIHIOIOUM KOHTPOIbOBAHI ITAPAMETPH, 110 MPU3BOJUTH 0 3HAYHOTO 3pOCTaHHS 4acy
BHUKOPUCTAHHS IIporiecopa 10 63 % oOKpeMHMHU MPUCTPOSIMU. BaXKIIMBOIO BIACTUBICTIO CUCTEMH € T€, IO Y MPOIIECi MOJe-
JIIOBAHHS 3a/IisTHI TIIBKH Ti MO MPHOOPIB, AKi MPUIMAIOTh YIaCTh Y BUKOHAHHI KOHKPETHOTO 3aBIaHHA. Mozeni mpu-
CTPOiB, sIKi He Opajii aKTUBHOI y4JacTi B TpoIeci, He BUKOHYBAJIHCH.

PesynbraTté TeCTyBaHHS ITOKA3aJIM: 3MEHIIIEHHSI CEPEJHBOTO Yacy BUKOHAHHS 3aBiaHb Ha 30 %; MiABUIIEHHS TOYHOCTI
CHHXPOHI3aLi] cTaHiB 00’ €KTiB HA 25 %; 3HWKEHHs eHeprocnoxuBanHs Ha 20 % 3aBAsKy ONTHMI3aLil PO3MOIUTY PecypciB.

Kpim TOrO, pesynsrati eKCIepUMEHTIB JO3BONMIA BH3HAYUTH ONTHUMANbHI KOHQITYparii mapameTpiB s poOOTH
IoT-cucrem B yMOBax BUCOKHX HaBaHTAXKEHb.

Byno BusiBIIEHO, 10 BUKOPUCTAHHS aaITUBHOTO ITIAXOMY A0 YNPABIIHHS pEcypcaMi JI03BOJISIE 3MEHIINTH PU3HUKH
MepeBaHTAKEHHS MEpeXi Ta 3a0e31MeunT cTabiTbHy poOOTy MIPHUCTPOIB.

||
MoyaTok
(nepwi 0.2c)
|
MopgentoBaHHA
||
3aBepLueHHsA
(ocTaHHi 0.4¢)
0 10 20 30 40 50 60 70

W 3BonoxyBay M CuHXpoHi3auia M Pekynepatop MI[unococ M OnaneHHa M KoHauuioHep M KnieHT
Puc. 2. [Ipouent BuKkoHaHHS Moeseii mpucTpoiB (%) Ha moyaTky, B poueci Ta B KiHIi (peliMy MoaeTI0BaHHS

BucHoBku

3anpornoHoBaHa apXiTeKTypa pO3MOAIICHOT0 MozemoBaHHS i loT-cucTeM 103BONSAE MIIBUIIUTH €(PEKTHBHICTH
BHUKOPHUCTAHHS PECypciB, 3a0€3MEYNTH MACIITa0OBaHICTh, a TAKOX MIHIMI3yBaTH 3aTPUMKH B KOMYHIKamii MiX IMpH-
CTposiMH. BIIpoBaKeHHS allrOPUTMIB alaliTHBHOTO OallaHCYBaHHS HAaBAHTAKEHHS J03BOJINTH 3HAYHO MOKPAIIUTH TPO-
nyktuBHICTB loT-cucteM. BukopucTanHs Mozeneil MTYyYHOTO iHTENEKTy Ta CAMOHABYAHHS CTBOPIOE IEPCIIEKTHBHU UIS
MTOJANTBIIIOTO BIOCKOHAIEHHS ynpaBiiHasa loT-mepexamu.

3anpornoHoBaHa B poOOTi MOZIENs BKIIOYA€ MEXaHI3MH OalaHCYBaHHS HaBaHTA)XCHHS, aJallTUBHY MapIIpyTH3AIlIO0
Ta ONTUMI3AII0 YIPAaBIiHHS TpadikoM, M0 poOUTH 11 €PEeKTUBHUM IHCTPYMEHTOM IJISI MaOyTHIX JOCHIIKEHb 1 po3-
poboxk y cepi IoT. Kpim Toro, BUKOpHUCTaHHS CydacHUX alTOPUTMIB aHAJI3y BEIHKUX JAHWX Ta MAIIMHHOTO HaBYaAHHS
JTO3BOJISIE€ BIOCKOHAIWTH METOOM MPOTHO3YBaHHS TPa(diKy, MO € KPUTHIHO BAXKIUBUM IS €(PEKTHBHOTO (PYHKITIOHY-
BaHHA [oT-mepex.

KitrouoBi mepeBaru 3ampOnoOHOBAHOI MOJENi: MiABHINEHHS MPOTYKTUBHOCTI CHCTEMH 3aBASKH OINTHMi30BAHOMY
YOPaBIiHHIO pecypcaMy; MacIITabOBaHICTh, 110 TO3BOJISIE 3aCTOCOBYBATH CUCTEMY y Belnukux loT-mepekax; THYUKICTb,
10 3a0e3meuye aganTaliio 10 3MiH Yy HaBaHTa)KeHHI Ta 30BHINTHIX YMOBaX.

Takum 4nHOM, pe3yabTaTH AOCIIIKEHHS TOKa3yIOTh, 1110 3alIPOIIOHOBAHA MOJIENIb MOXKE 3HATHO MTOKPAIIUTH €(DEKTHUB-
HicTh poboTH loT-cuctem y pisHUX cdepax, Bill pO3YMHHAX MICT 10 TPOMHUCIOBHUX KOMIUIEKCIB.

MoxTiBiI HaPSMKX TTIOAAIBIINX JOCHTIPKEHB: 1HTETPallis MTYYHOTO iHTEIEKTY JJIs MPOrHO3YBAaHHS 3MiH Y HaBaH-
TaxxeHHI Ha [oT-mMepexy; po3poOka MeXaHi3MiB aJallTHBHOTO OaTaHCYBaHHS HaBaHTAKCHHS IUIS BEIMKUAX PO3IONUICHUX
loT-cuctem; onTuMizartis aIrTOPUTMIB CHHXPOHI3AIIi1 1151 pOOOTH Y BHCOKOHABAHTA)KEHUX MEPE)Kax; BHKOPUCTAHHS TEX-
HOJIOTi# OJ0K4elH /i 3a0e3nedeHHs 0e3MeKkn Ta HaaiiHOCTI B3a€MOIl MK IPUCTPOSIMHU; YAOCKOHAJICHHS MEXaHi3MiB
CaMOHAaBUYaHHS JUIS IiBUILECHHS aBTOHOMHOCTI loT-cnuctem.
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30KkpemMa, TEepPCIeKTUBHIM HAIPSIMKOM € po3po0Ka METOMIB i1HTEIEeKTyaJbHOTO aHAIi3y JaHWX, IO JO03BOJIUTH MPO-
THO3YBAaTH ITIKOBI HABAHTAXKEHHS Ta ABTOMAaTHYHO KOPUTYBATH [apaMeTpu poOOTH CUCTEMH. TaKox BayKIIMBUM aclIeKTOM
€ okpareHHs 6e3mekn [oT-Mepex nuITxoM po3poOKH HOBUX MEXaHI3MIB ayTeHTH(IKaIii Ta I pyBaHHS JaHUX.

3ampoITOHOBAaHI MiAXOIU CHPHUSIOTH PO3IIMPEHHIO MOMKINBOCTEH po3noaineHux loT-cuctem Ta CTBOPIOIOTH OCHOBY IS
MTOIATIBIIIOTO PO3BUTKY Ili€1 TEXHOMOTII. ¥ MaiiOy THEOMY 0COOMBY yBAary CIi I TPUAUTHTH BIIPOBAHKEHHIO ABTOHOMHHX MeXa-
Hi3MIB YIpaBIiHHSA pecypcaMH, 0 JO3BOJIUTEH MiHIMI3yBaTH BIUIHB JIIOACHKOTO (hakTopa Ha poboty loT-iHppacTpykTypn.
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AHAJII3 MOJAEJENA AHAJIITUYHUX BEB-CUCTEM IPOTHO3Y
MIKBIP)KOBOI BAPTOCTI HIU®POBUX KPUIITOAKTHBIB

Y emammi nposedeno komnnexchuil ananis ichyrouux mooeneti ma mMemooié NpoSHO3YB8AHHI MIHCOIPIHCOB8OL 6apmocmi
yugposux kpunmoaxmusis. JJocnioxirceHo egonoyiro nioxodie 00 NPOSHO3VEAHHSA — 8i0 NPOCMUX AN20PUMMIB, U0 6a3)-
H0MbCA BUKTIOUHO HA ICMOPULHUX OAHUX, 00 CKAAOHUX Oa2amogpaxmopHux mooeneti 3 GUKOPUCTHAHHAM WIYUHO20 Hme-
nexkmy. Ocobnusa ysaza npuodiiAemvcs aHaniszy eeKmusHoCcmi peKypeHmHuux HeupoHHUX Mepexc ma mooeneii 3 0082010
Kopomkocmpokogoio nam smmio (LSTM) y npoenozysanni kpunmosganiomuux punxis. Posznanymo konkpemui npukiaou
peanizayii npoenosnux cucmem, 30kpema poobomu Oznvena Iamano, Mapxo Canmoca, [epxa 3omepa ma ®Ppedepika
Pigeponna, npoananizoearo ixui nepegazu ma oomedxcenus. JJok1aono suceimieno excnepumenm 3 suxopucmarnns LSTM-
Mooeni Onsi NPO2HO3Y8anHs Kypcy OImKoina, AKul npo0emMoHCmpy8as NOMeHYidn HetipomMepedc y GUAGIEHH] NPUXOBAHUX
3axkoHomiprocmen punky. OKpemo 00Cai0NHCeHo IHHOBAYIIHULL NIOXIO0, Wo OA3YEMbC HA AHANIZE HOBUHHO20 (DOHY MA 1020
Kopenayii 3 yinoeoro unamirxoio kpunmosamnom. [Ipeocmasneno pezyibmamu docuioxcenns Jlaniens Yena ugooo 6azamo-
KpumepianbHo20 cmamucmuidno20 aHaizy KpUnmoeaiomio20 PUHKY, 6KII04AI0UU 6UGHEHHS 63AEMO36 SI3KI6 MIJIC PUHKO-
6010 KANIManizayicio ma pizHuMu MempuKkamu NONYIapHOCI KPUNMo8aiiom y coyianvHux mepexicax. Buseneno ocnogni
npoobnemu ma 0OMedCeHHs ICHYIOYUX NPOSHO3HUX MOOelell, 30Kpemda iX HU3bKY eekmugHicmy nio yac nepiodig 6UcoKoi
BONAMUNILHOCE MA CKIAOHICMb 8PAXYBAHHA 308HIUHIX hakmopie enaugy. OOIPYHMOBAHO HeOOXIOHICIb KOMNIEKCHO20
nioxo0y 00 NPocHO3YBAHHA, WO NOEOHYE AHANI3 MEXHIUHUX, DYHOAMEHMATLHUX MA COYIATbHUX Qarmopis. Busnaueno
nepCneKmusHi HanPAMKU NOOANLUUUX OOCTIONHCEHD Y Chepi NPOSHO3YEAHHA 6APMOCHT KPUNMOAKIMUBIS, 6KII0YAI04U 600-
CKOHQIeHHsT MemoO0ie iHmezpayii pisHOPIOHUX OAHUX Ma po3pOOKY Oiibt CIMIUKUX 00 PUHKOBUX KOTUBAHb AICOPUMMIG,
a Makodic OOCHIONCEHHS MONCIUBOCTEU 3ACIOCYBAHHI MPAHCHOPMEPIE MA THUUX CYYACHUX APXIMeKmyp HetUpOHHUX
mepedxic 015 NiOBUeHHsL IMOYHOCTE 00820CMPOKOBUX NPOSHO3IE.
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ANALYSIS OF MODELS OF WEB-BASED ANALYTICAL SYSTEMS FOR FORECASTING
THE INTER-EXCHANGE VALUE OF DIGITAL CRYPTOASSETS

The article presents a comprehensive analysis of existing models and methods for forecasting the inter-exchange
value of digital cryptoassets. The evolution of forecasting approaches is studied — from simple algorithms based solely
on historical data to complex multifactor models using artificial intelligence. Particular attention is paid to analysing
the effectiveness of recurrent neural networks and long short-term memory (LSTM) models in forecasting cryptocurrency
markets. Specific examples of the implementation of forecasting systems are considered, particularly the works of Ognjen
Gatalo, Marco Santos, Derk Zomer and Frederic Riverall, and their advantages and limitations are analysed. An experiment
on using an LSTM model for forecasting the bitcoin exchange rate is covered in detail, demonstrating the potential of neural
networks in identifying hidden market patterns. An innovative approach based on the analysis of the news background
and its correlation with the price dynamics of cryptocurrencies is also studied. The results of Daniel Chen's research
on multicriteria statistical analysis of the cryptocurrency market, including the study of the relationship between market
capitalisation and various metrics of cryptocurrency popularity in social networks, are presented. The main problems and
limitations of existing forecasting models are identified, particularly their low efficiency during periods of high volatility and
the difficulty of considering external factors of influence. The necessity of an integrated approach to forecasting, combining
the analysis of technical, fundamental and social factors, is substantiated. The article identifies promising areas for further
research in the field of forecasting the value of cryptoassets, including improving methods for integrating heterogeneous
data and developing algorithms that are more resistant to market fluctuations, as well as exploring the possibilities of using
transformers and other modern neural network architectures to improve the accuracy of long-term forecasts.

Key words: cryptocurrency, value forecasting, machine learning, recurrent neural networks, LSTM model, bitcoin,
multicriteria analysis, market capitalisation, crypto market volatility, web-based analytical systems.

IocranoBka npodjieMu

Hapocraroua mBUAKICTE PO3BUTKY Oip:KOBOT TOPTiBIIi OE3YMOBHO € CTHMYJIOM, IO MiAIITOBXY€E PO3BUTKY BCE OLIBIIT
JIOCKOHAITMX PI3HOMAHITHHX METOMIB aHaNi3y JaHUX, 0 HOPOMKYIOThCS (DiIHAHCOBUMH PHHKAMH, K CKJIAQJHHMH Opra-
HizaniftHuMu cucreMamu. [ aHamizy OaratokputepianbHoi iH(opMarii, 3 K01 CKITagaeThCsl OTOYHUI CTaH PHHKO-
BOI CHCTEMH, IIePe/l AHATITHKOM CTOITh 3aBIaHHs BUOOPY HaWOLIBII 3pyYHHX, TIOUIMPEHHX, Y TOH XKe Yac, JOCTOBIPHHX
IHCTPYMEHTIB ISl M ATPUMKA MPUHHATTS HUM PIllICHHS PO HANPaBICHHS YKIaJaHHS YTOIH 3 THM YH 1HIITUM (iHAaHCO-
BUM IHCTPYMEHTOM.

Ha 3miHy iHTYiTHBHOI TOpPIiBJi, 3aCHOBAaHOI Ha BJIACHUX MPUITYLICHHSAX, IPUXOIATh MOTYXHI IHCTPYMEHTH CUCTEM-
HOTO aHANi3y CTaHiB PUHKOBUX CHCTEM, IO TPYHTYIOTHCS Ha HAMCydJacHIMINX PO3poOKaxX y chepi ITYIHOTO iHTEICKTY.
Henani 6inmbire mpodeciifHuX TpelHaepiB MOCTAIOTh OIK TEXHIYHOTO aHAIIi3Yy, M0 rependadae He3aleKHICTh TAMYACOBOTO
HU3KH KOTUPYBaHb KOHKPETHOTO (DiHAHCOBOTO IHCTPYMEHTY 3 iHIMX. Opi€HTOBAHICT HA CAMOOITUC THMYACOBOTO PALTY,
TOOTO MPHITYIICHHS, 1[0 BCi 3aJ€KHOCTI Ta HACTPOI PHHKY BKE caMi cOO0I0 BKITIOUCHI B IWHAMIKY TUMYAaCOBOTO DALY,
BeJle 10 3MCHIICHHS NPHXWIBHUKIB BUKOPUCTAaHHS (DYHIAMEHTAJIBHOTO aHAaJi3y PHHKIB, IO BUPAXOBYIOTb BEIUYHHY
KarriTanizaiii, 000poTiB, YMUCTOTO MPUOYTKY Ta IHITUX SKOHOMIYHUX MTOKAa3HHUKIB KOMITAHI-EMITCHTIB I BU3HAYCHHS
CIpaBXHBOI BApTOCTI iXHIX akmiii. THUMUACOBHI PsII KOXKHOTO (hiHAHCOBOTO iHCTPYMEHTY (POPMYETHCS K JWHAMIYHA
KOJICKTHBHA TIOBEIiIHKAa PHHKOBOI CITUTBHOTH, IPYHTYIOUHCH Ha PEaKIisiX yJYaCHHUKIB PUHKY Ha TMOZii, 0 BiZOyBatOTHCS.
e 3 po3BUTKY XBIIBOBOI Teopii EmmioTTa 3MIITHIOETHCS TyMKa, 1110 B CAMHUX YaCOBHX psAAax (iHAHCOBHUX iHCTPYMEHTIB
MICTSTBCS TIPUXOBaHI 3aJI€KHOCTI Ta 3aKOHOMIPHOCTI, BUSBICHHS SKHX TapaHTY€ BUCOKHH piBEHb Meper0adyBaHOCTI
MTOBEIIHKH PUHKY. 3 TIOSBOIO HEHPOMEPEIKEBOTO amapary y MpUOIYHUKIB MaHWX iAel 3 SIBUIHCS pealibHI MOKIUBOCTI
YTBEPAUTHUCS Y CBOTH JTyMIIi 1 IPaKTHYHO 3aCTOCOBYBATH HEHpPOMEpEKeBl MOJeTi BU3HAYCHHS BHYTPIILIHIX HE OYCBUTHHX
3aKOHOMIPHOCTEHl PO3BHUTKY JHHAMIYHOT CHCTEMH — PUHKY KOHKPETHOrO (DiHAHCOBOTO iHCTpYMEHTA.

AHaJi3 ocTaHHIX AoCTiIKeHb i myOmikamiii

CepOcpkuii mianpuemens Ta po3podHuk OrHeeH ["aTamo ctBopus 6ora B Twitter, SKnit KOXKHI IBi TOMUHH MaB ITyOJTi-
KyBaTH MPOTHO3HI KOTHPYBaHHS OITKOIHY Ha HACTYIIHI KiJIbKa JHIB, BUKOPHUCTOBYIOUH icTopuyHi aaHi [ 1]. Mapko CanToc
BukopuctaB LSTM-Monenb A1 CBOro MpOrHO3HOTO IHCTPYMEHTY, a sIK JpKepeno gaHuX BuOpas Yahoo Finance. 3a 3ay-
MOM po3poOHHMKa, alTOPUTM MaB aHAJi3yBaTH KOJNMBAHHA IIiHU 3a octaHHI 30 mHIB i mepembadaté Kypc OITKOTHY IO
nonapa Ha HanOmmk4i 10 mHiB [2].

ABcrpaniiicekuii po3poOHUK Jlepk 3omep po3poOHB alropuTM, SKHH TepeadadaB IiHy OITKOTHY Ha HaWOMMKUi
20 XBWJIMH 3a TOTIOMOTOI0 PeKypeHTHOiI Herpomepexi Ta LSTM-mozeni [3]. AMepukaHChKUI TianpueMers Openepik
PiBepoiuia, 3acTocyBaBa aJropuTM sIKHi CripoOyBaB OylyBaTH IPOTHO3HM 3 BUKOPUCTAHHSAM IITYYHOTO HTEICKTY, BHKO-
PHUCTOBYIOUH HE TUTBKH ICTOPUYHI JaHi PO IiHY, aJe i 3arooBKY HOBUH [4].

Haniens Yen, 3acHoBHUK npoekTy OpenToken ta excrepr xommanii Andreessen Horowitz, 3aifHsBcs po3poOkoro
BJIACHOTO AJITOPUTMY aHANI3y CTATUCTHYHUX JTAHUX JUIS BUSIBICHHS IXHBOT KOpPEIsLii 3 PHHKOBOO KaIliTai3ali€to KPHII-
toBamioth [5]. Onexcannp buskposruii, Kupuino CmenskoB Ta Anacracis UynpuHa y CBOEMY IOCIIIKCHHI PO3IIIS-
HYJIM METOJIM NpOTHO3yBaHHA 1iHU Ethereum Ha ocHOBI perpeciifHoro aHamizy. BoHu BU3HA4YMIM mepemik GakTopiB, 10
MOXKYTh BIUTMBATH HA I[iHY KPHUIITOBATIOTH, Ta JOCIIIMIN IXHii B3a€MO3B 530K [6].
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Irmi mayxosmi (Nisarg P. Patel, Raj Parekh, Nihar Thakkar, Rajesh Gupta ta Sudeep Tanwar) y cBoeMy mocmimkeHH1
3aCTOCYBAJIM KiJIbKa aITOPUTMIB TTHOOKOTO HaBYAHHS JIJIsI TOYHOTO MPOTHO3YBAHHS IiH KPUITOBAIIOT Ta aHAM3y (hak-
TOpIB, II0 HA HUX BIUIMBAIOTH. 30KpeMa, BOHM BUKOpUcTanu pekypeHTHu# 0mok (GRU), moBrorprBairy KOpoTKOYacHY
mam’a1b (LSTM) Ta aBTOperpeciiiHe iHTErpoBaHE KOB3HE CEPEIHE 3 MOSCHIOBAIBHOIO 3MiHHOIO (ARIMAX), mo mo3Bo-
JIAJIO TABUINUTH TOYHICTH Tepe0adeHHs pUHKOBUX TeHICHIIH [7].

lanna JJanmnsayk, Oxcana Kosrys, JIro6oB KiGamsauk Ta Onekciit CHCOEB y CBOEMY JOCTIKEHHI TIPOaHATi3yBalIl
PEKYpeHTHI aiarpamu, SKi JO3BOJISIOTH OIIHUTH CTAa0IMBHICTH KPHUITOBATIOT. Pe3ynbTaTi MOIETIOBAaHHS ITOKA3alH, IO
HAMOUTBITY CTIMKICTD IEMOHCTPYIOTH KPAIITOBAIIOTH 3 HAMBHIIOI0 PHHKOBOIO KariTaji3aliero, 30kpema Bitcoin ta Ripple,
10 MiTBEPKYE IXHIO MEHIITYy CXMIIBHICTD 0 Pi3KUX KOJIMBAaHB MOPIBHAHO 3 MEHII KaIliTaTi30BAaHUMH aKTUBAMH [§].

Bacunp [lep6ennes, Haramist Jlanenxo, Oxpra Cremanenko Ta Bitaumiit be3skopoBaifHuii BUKOHAIN KOPOTKOCTPOKOBE
mporao3yBaHHs (Bix 5 mo 30 mHIB) A TphOX HAHOIUTBIN KamiTami3oBaHUX KpunToBamoT — Bitcoin, Ethereum i Ripple.
VY cBOeMy MOCTiIKeHHI BOHM BCTAHOBHJIM, IO MiAXiZ 13 BUKOPHCTAHHIM MOJIENI MAIIMHHOTO HaB4aHHsA Binary Auto
Regressive Tree (BART) 3abe3nedye BHUITy TOYHICTH MPOTHO3YBAaHHS YaCOBUX PSiB KPUITOBAIIOT MOPIBHIHO 3 Tpa-
mumiianvu Mopensimua ARIMA-ARFIMA. s mepeBara 0co0nuBO MOMITHA SIK Y TEpiOAH MOBITFHOTO 3POCTAaHHS YU
TIAJiHHSA, TaK i MiT 9ac mepexiqaux (a3 prHKY, KO 3MIHIOEThCS TpeH [9].

[ITe omna rpyma HaykoBIiB (Dehua Shen, Andrew Urquhart Ta Pengfei Wang) mocmianmna B3aeM03B’ 130K MiX yBaroro
IHBECTOPIB Ta KIIFOYOBUMH MTOKa3HUKaMHU PHHKY OiTKOHHA, TAKUMH K JOXiTHICTH, 00CAT TOPTIB i peanizoBaHa BOJATHIIb-
HicTh. IXHE HOCTimKEHHS JIEMOHCTPYE, IO PiBEHB 3aIliKaBICHOCTI iHBECTOPIB MOXKE MATH 3HAYHHUU BIUIHB Ha TUHAMIKY
PHUHKY, 30KpeMa Ha KOJMBAHHSA I[iH Ta JIKBiAHICT akTUBY [10].

DopMyTIOBAHHS METH J0C/i/IZKEHHS

Mertoro poOGOTH € aHaNi3 MOIENeH Ta METOIB U €()eKTHBHOTO MPOTHO3YBAHHS MiKOip>KOBOI BapTOCTI IH(PPOBUX
KPUIITOAKTHBIB.

Buk/ageHHs 0CHOBHOTO MaTepiay A0CTiaKeHHS

B ocTanHi ’4Th pOKiB poOmmcs cipobu nependaduTu Kypc OiTKOHHY B mapi 3 momapom. CtapTamnu, JOCIiAHI TPYITH
Ta eHTYy31aCTH I0Ci HEe 3aJINIIAI0Th CIIPOO CTBOPHUTHU alTOPUTM, SIKU 3Mir O repeadadaTy MOBEAIHKY H(PPOBOTO 30I0Ta
Ha OipKi y KOPOTKOCTPOKOBIH Ta JOBTOCTPOKOBIiH MEPCIIEKTHBAX.

PexypenmHni HeltlpoHHi Mepedsci ma npozHo306ana aHANIMUKA.

Po3po6HIKY anTOpUTMIB MAIIMHHOTO HABYaHHS BUKOPHCTOBYIOTH Pi3HI MiIXOAN Y CTBOPEHHI TPOTHO3HIX iHCTPYMEHTIB.
Haif6inpmm momysIspHi 3 HUX — peKypeHTHa HeHpOHHA Meperka Ta MOJIEIh 3 JOBTOI0 KOPOTKOCTPOKOBOIO rmam sATTio (LSTM).

LSTM-monens — 11e pi3HOBHI PEKYPEHTHOI HEHPOHHOI MEpexi, sIka MOJKEe 3araM’ STOBYBaTH JOBIOCTPOKOBI 3aJIekK-
HocTi. [TogiGHO 10 TOTO, SIK MU BUKOPHCTOBY€EMO TTOTIEPEIHIN JOCBI IS TPOTHO3YBaHHS MaiOyTHIX MO, Helipomepeka
3[aTHA 3allaM’ITOBYBaTH iH(POPMAIIiFO TPOTATOM TPUBAIMX MEPIOAIB i MBUAKO 3HAXOAUTH 3aKOHOMIPHOCTI (AuB. puc. 1).

-
Long / Short Term Memory (LSTM)

\ TN

input Cell @ Memory Cell () Output Cell

Puc. 1. LSTM-moneanb

[epmri cripobu nependayunTy 1MiHy OITKOIHY poOMIIHCS 3a 9aciB Oymy, sikuii nmpumas Ha kineis 2017 poky. CepOcpkuit
miampueMeIts Ta po3poouuk OrHbeH ["atamno [1] ctBopus 6ota B Twitter, sIKiif KOXKHI 1Bi TOXWHH MaB ITyOJiKyBaTH IIPO-
THO3HI KOTHPYBaHHs OITKOTHY Ha HACTYIHI KiJlbKa THIB, BUKOPHCTOBYIOUH iCTOPUYHI AaHi. [ 1IbOTO BiH BUKOPHCTAB
API blockchain.info (ceoromni blockchain.com), 3BiaKu anropuT™ 30MpaB aHi MPo MiHU 32 OCTAaHHI /IBa MICSIIl 1 METO-
JIOM TIOIIIYKY HaHOMMKIMX CyCi/liB HAaMaraBcs BraJgaTd MaiilOyTHI KOJTHBaHHS.

Cripo6a po3poOHHKa He Maja yCIixy. AJITOPUTM BpaXxOBYBaB JIUIIE iCTOPHUYHI TaHi TPO IiHHU, TOMAI K BapTiCTh BILTH-
Bae 0e31TiY IHITNX YHHHUKIB.

Ty cipo®y Bxe B 2019 3po6uB aMmepuKaHCHKHIA PO3pOOHUK aNTrOPUTMIB MAaIITHHOTO HaBdaHHsA Mapxko Canroc [2].
Mapxko Bukopuctas LSTM-Monens st cBOro IIpOTHO3HOTO 1HCTPYMEHTY, a SIK JDKepeno naHux BuOpaB Yahoo Finance.
3a 3ayMOM pO3pOOHMKA, aNTOPUTM MaB aHATI3yBaTH KOJIMBAaHHS IiHM 3a ocTanHi 30 AHIB i mependadaTn Kypc OITKOTHY
110 ponapa Ha Haiommkgi 10 qHiB.
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Sk 1 B momepenHpOMy TPUKIA/i, aITOPUTM CITUPABCS JIMIIE HA iICTOPUYHI JaHi, MPOTE METOI HABYAHHS aJITOPUTMY,
a came Bukopuctanas LSTM-mozeni, 703BOIMB pO3pOOHUKY TOCSTTH OLTBII TOYHHX MPOTHO3iB. MapKo momepemxae,
10 HOTO aNTOPUTM MOXKE MAaTH IMOXHOKH, aJpKe HIXTO — Hi JIOAMHA, Hi alTOPUTMH HE MOXKYTh JJOCTOBIpHO TMependadaTtn
MaiOyTHE.

Heifiporna Meperka Moxe JTUIIE BimoOpaxaTH TpeHAH, c(hopMoBaHi MUHYIIOTO TOCBixy. DakTH4YHI HiHK HA OITKOTH, SKi
aHAJI3YIOTHCA 32 YMOBOIO ocTaHHIX 10-Tu mHIB (cHHIN rpadik) Ta MPOrHO30BaHI 3HAYCHHS PEKYPEHTHOI HEHpOMepexi,
KOTpi TaKOK aHAI3yIOThCs 3a ocTaHHi 10 gHIB (WepBoHMIA rpadik) (auB. puc. 2-3).

Predicted vs Actual Closing Prices

A —— Predicted
/ ™, Actual

Price

Puc. 2. @akTH4HA Ta NPOrHO30BaHA 1iHA 0iTKOITHY

Forecasting the next 10 days

— Actual Prices
e —— Preduhed Prices

Puc. 3. lIpukian nependadeHHst HiHU Ha GITKOTH 3a 1omoMorow ajaropurmy Ha 6a3i LSTM-monesni

VY 2020 poui aBcrpaniiicekuii po3poduuk [epk 3omep [3] po3poOuB anroputmM, sSIKUH rnepeadavan LHiHy OiTKOiHY Ha
Haiomkui 20 XBIIMH 32 JOTIOMOTOI0 peKypeHTHOI Helipomepexi Ta LSTM-mozeni. PesynbraTn nokasanu, mo HeHpo-
Mepexi 37aTHi repeadavaTy Kypc, IpyHTYIOUUCH JIMIIE Ha NpocTuX (iHaHCOBUX JaHuX. IIpore, 3a 3asBOI0 caMoro pos-
poOHHKa, 3 TONISAY TPEHAEPCHKUX IIEPCIEKTUB Taka MOJIEIb € a0COIIOTHO MAPHOIO.

[HmwMi npukian, 1Mo 3aciIyroBye Ha yBary — aJilrOpUTM aMepUKaHchKoro mianpuemus @penepika Pisepoa [4], skuit
crpoOyBaB OylyBaTH MPOTHO3M 3 BUKOPHCTAHHSM LITYYHOTO 1HTEJICKTY, BAKOPHCTOBYIOUH HE TUILKU ICTOPUYHI JaHi ITpo
LiHY, aJie i 3ar0JI0BKH HOBHH.

st cBoro anroputMmy Ppernepik BUKOPHCTOBYBaB JBa jaracetu: Bitcoin vs USD ta Fox Business News, naHi 3 sIKux
Oy 0OpoOIeHi Ta 3icTaBieHi 3a AaToro. HelipoHHa Mepeka BUSIBHIIA Psijl 3aKOHOMIPHOCTEH MK KITFOUOBUMHM CIIOBAMHU
B 3aroJIOBKax HOBMH Ta I[IHOIO NEPIIOi KPUIITOBAIIOTH (IMB. pHC. 4).

Hanpuknan, ko y 3MI obrosoproBany iMmiumMeHT npesuenra Tpamna, iiHa 6iTkoiHy 3pocTana, a koiu 3MI nucanu
mpo Netflix — nagana. Came 1i KopesnsiiiiiHi 03HaKH BUKOpUCTaIa po3po0JIeHa MOJEIb IS TOJAJIbIIHX Iepe0ayeHb.

B pesynbrari TecTyBaHHs alIrOpUTM TOKa3aB TOUHICTH 64,7 %, 110 HEJOCTATHBO ISl BIIEBHEHOTO ITPOTHO3YBaHHS.
[Ipore ekcriepuMeHT 1OKa3aB, M0 SIKIIO BPaXOByBaTH Oibile (haKkToOpiB, Ki MOXKYTh BIUIMBATH Ha KypcC, TO MOXKHA OTPH-
Mary OUIBII TOYHI epeOadeHHsI.

KnacwuHi TexHIYHAN Ta QyHIAMEHTAIBHUN aHAII3, XOY 1 BBAXKAIOTHCS POOOUYUMH METONUKAMH, IO MiIXOASTh JJIs
Oy/b-SIKOTO PHUHKY, BIIAIITOBYIOTH JIaIeKO HE KOXKHOTO Tpeiiiepa Ta inBecropa. Sk anprepHarusa y 2018 pori nounHae
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Top Positive Top Negative
impeachment 9.447335 netflix -8.271937
inquiry 8.391116 oracle -8.271937
accused 8.384828 program -8.271937
fund 8.362142 chief -8.271937
test 0.348505 delivery -8.245845
despite 8.346509 releases -8.245845
reachl . 6.315159 proposal -8.245845
negotiations 8.315199 maker -0.245845
hedge 6.315199 oxycontin -8.245845
fire 0.362148 dead -8.245845
billionaire 8.381108 hurd -@8.245845
judge 8.297549 protesters  -8.245845
tesla 8.297549 bezos -8.245845
elon 0.297549 battle -9.244474
jpmorgan 8.297294 -8.240878
ZEero B.297294 5A0 -8.217806
2819 8.297294 jeff -8.2178066
papa 6.297234 earnings -8.217806
claims 9.297294 bills -8.217806
allowed 9.297294 gets -8.217806
groundbreaking 8.297294 crane -8.217806
pro 8.297294 fan -8.217806
return B8.297294 charges -8.217806
hnlidaw a raTYaa . - mcemaaca

Puc. 4. Tonn No3UTHBHUX i HeraTUBHUX KOPeJIsiliii 3ar0JIOBKiB HOBHH i iHK 0iTKOIHY

HaOHMpaTH MOIYISPHICTh aHai3 00’ €KTUBHUX CTaTUCTHYHUX JaHHX II0/I0 KOKHOT KPUIITOBATIOTH (KUIBKICTh KOPUCTYBa-
4iB, IEPEIIATHHKIB, JIICTUHT Y KPUNITOOIpKaX, IMHAMIKA MTONIEPEHBOT 3MIHHU LIHH TOIIIO).

Ha ocHOBI 1IMX JaHWX, CUCTEMaTU30BaHHUX Y TaOJHIL, OyAyIOThCSl KOPEISIiiHI MOJIeNi, Ta BU3HAYAETHCS 3aJIKHICTh
I[IHM (KamiTani3amii) KpUITOAKTUBY BiJl PI3HHUX ITapaMeTpiB.

CIipoIiieHo cucTeMa IMpalroe B TaKHid Croci0. AHAII3YEThCSl KOHKPETHHI mapamMeTp (HAmpUKIa/, KUIbKICTh Mepe-
IUIATHUKIB TOIIOBOTO TeJierpaM-KaHaly KPUITOBAIIOTH). YiM Olblle KPUNITOBAIOT OEpyTh Y4acTh y MOPIBHSHHI, THM
Oinble 00’ €KTHBHI J1aHi Oy/lyTh OTPUMaHI.

Hamnpuknan, y kpunroantotu N npu kamitamizamnii $100 mupa 50 000 nepenmnaraukis y Ternerpam, a KpUITOBATIOTH
M nipu xamitamizamii $200 mupa 90 000 nepearuiaTHUKIB.

Jlaiti MOKa3HUKH yCEePETHIOITHCS, BUBOIUTHCS 3arajbHUN MapaMeTp Kamitajizaiii, Hanpukiaam, mis 1000 mepen-
riatHUKIB. [licis oTprMaHHS 1BOTO MapameTpa MOXKHA IPOTHO3YBATH 3POCTaHHs a0o MaJiHHS KarliTamizamil KoKHOT
KOHKPETHOI KPHUIITOBAIIIOTH, 3HAIOUM KIJIBKICTh MEpeAIUIaTHUKIB 1i Tejaerpam-kaHaily B JaHUH MOMEHT, Ta PO301KHICTh
BIJTHOIIICHHS I1i€1 KIJTBKOCTI JI0 I[iHH i3 CEPEAHBOCTATUCTHYHOIO.

[pore kinbkicTs nepeamarHukis y Telegram, Reddit un Twitter — 1e nuie onuH 13 MOXKIIMBUX ITapaMeTpiB, IPHIOMY
Janexo He (akr, 110 foro aHai3 1ac HalOLIBIT 00’ €KTUBHY iH(popMariito. PoOsiun cTaBKy JMIIe Ha OAWH MapameTp, eKc-
HepT MOTPAILISIE Y 3aJEKHICTh BiI HhOTO. SIKIIO 3a (akToM Il AaHi BUSBISTHCS HE3HAYHUMH JUISI PUHKY, BECh TIPOTHO3
oyne mapuuM. Came TOMy Haiie(heKTUBHIIIOW TEXHIKO MOOYTOBH TOPrOBHX aJIFOPUTMIB Ha OCHOBI CTATUCTHUKH € Oara-
TOKpHTepialbHUN aHami3. Bin nependauae BpaxyBaHHs IECATKIB apaMeTPiB JIJIsl BUSIBIICHHS 3aJIE)KHOCTEH.

Haniens Yen, 3acHoBHUK nipoekTy OpenToken Ta excnepr xommnanii Andreessen Horowitz, 3aifHsiBcst po3poOKoro
BJIACHOTO aJITOPUTMY aHaNi3y CTATUCTUYHMX JAHUX JIJIsl BUSIBIICHHS IXHBOT KOPEJISLii 3 PUHKOBOIO KaiTai3aliero KpHIl-
TOBATIOTH [5].

Anzopumm na ocnoei CRV Crypto Research.

Po3poOuBmm BracHuid ko, YeH mporeMoHCTpyBaB Horo poboty Ha ocHoBi Tabmuii CRV Crypto Research (mus.
puc. 5), B sKiii IpeicTaBIeHa CTaTUCTHKA, 110 MIOCTIHHO OHOBIIIOETHCS, 32 51 HaWOIBIIO CBITOBOIO KPUIITOBAIIOTOIO.

Bapro 3a3HaunTy, 1110 cam YeH BBaxkae 1110 TAOIHIII0 HAHKPAIIMM JPKEpesIoM iHpopMallii yepes CriiBBiJHOIICHHS Kijlb-
KOCTI psIIKIB 210 KijbkocTi ctoBmiiB (51 1o 21). Ha nymky Uena, 1ie criiBBigHOMEHHS Mae OyTH MiHiMyMm 10:1.

Jauti, st KOXKHOTO MapaMeTpa BU3HAYAETHCS 3HAYCHHS KOPEJIALii 3 PUHKOBOO KarliTami3aii€eto (IuB. puc. 6).

3HaueHHs cripaBa — lie Koe(illieHTH AeTepMiHallii, 4i KopessiiiiHi koedilieHTH, 3BeieH] KBajpar. Sk mpaBuio, came
JIeTepMIHAIII0 PO3IIISIAl0Th SIK OCHOBHUH MOKa3HHUK.

Kgagpar R y nepmomy psiaxy nopisatoe 0.138249, na rpadiky 1e Oyjie BUIVISIaTH HACTYITHUM YHHOM (JIUB. puc. 7).

Leit mapameTp fanekuii BiJ ONTHMAIBHOTO, TOMY 1110 HalKpaluii koedinieHT kopessinii — e 1. Halbnmxde no nporo
3HaueHHs napamerp Yucno kopucrypauiB Reddit i PunkoBa kamiTamnizamis, mo gopistioe 0,81.

1106 3HM3UTH HEOIHOPIJHICTH MOKa3aHb, MOXKHA BIIOPSIIKYBATH JaHi 3a JiorapudMidHoro 1mkano. [licis nporo
napaMeTpH BUINISIAATUMYTh TaK, K OKa3aHo Ha puc. 9.

Tenep nmani BUIISIAIOTH ONVKYMMH Ta BHOPSIKOBAaHUMH, MPOTE JIOrapru(MyBaHHS BIUIMHYJIO Ha AESKI MOKa3HUKH.
3okpema, kBaapar R mist «Kiibkicts kopuctyBadiB Reddit Ta PunkoBa kamitasizarisy 3an3uBces 3 0.81 10 0.36 (qus. puc. 10).

YeH MpoIoHy€e MPOBECTH MEPEBIpKY cTaTuCTHUHUX rinore3. 1100 me Oinbiie He 3arubaoBaTHCs B crienudivHi
(bopMysTFOBaHHS Ta PO3PaxyHKH, Ojpa3y BHBEAEMO OTPUMaHi 3HAUCHHs Ta BU3HAYMMO, 1110 BOHU JAEMOHCTPYIOTh (IUB.
puc. 11).
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Coin Name
A I | J K L M N o]
# of Top 5 Exchanges
: (Binance, Bithumb,
Telegram Members Bitfinex, OKEx,
Coin Name in Top Group Reddit Members Exchanges Listed Bittrex) One Month Return One Year Return Market Cap
2 Bitcoin 30,791 697,401 a7 5 -44.90% 12204.75% $190,352,398 47
3 Ethereum 8,065 296,617 44 5 38.63% 9934.28% $10,300,976,513
4 Ripple 50,789 168,173 19 5 28.16% 20098.93% $51,141,091,991
5 Litecoin 24,118 180,619 41 5 -34.38% 4731.55% $9,923,518,339.C
6  Monero 6,808 101,977 14 5 -13.96% 2537.35% $4,893,445,689.(
7 Stellar 8,395 63,145 6 3 160.88% 27545,04% $10,758,477,852
8 |NEO 10,781 71,120 13 4 128.66% 113400.82% $9,079,525,000.C
9 Cardano 11,053 49,016 3 2 50.12% 3307.25% $16,641,497,641
10 EOS 28,019 28,640 15 4 71.02% 1298.06% $9,036,164.877.(
11 Bitcoin Cash 5,548 28,870 40 5 -44.83% 201.44% $27,947,513,796
2 Verge 27,480 44964 8 2 -51.97% 513111.11% $1,340,790.909.¢
13 Dogecoin 2177 107,378 19 1 -17.55% 3651.47% $864,149,520.00
1% |10TA 10,948 103324 3 2 -33.52% 278.44% $6,726,213,127.(
5 Qum 12,523 11,199 18 5 -30.89% 536.09% $3,006,016,347.¢
16 Dash 5,782 19,150 25 3 -32.02% 5493.75% $6,314,844,100.(
17 | Siacoin 7,888 29,102 4 1 2267% 11284.50% $1,222,412,091.C
18 Zcash 1,837 11,044 22 4 -17.04% 106961.27% $1,477,235,803.C
19 Ethereum Classic 4,915 14,200 24 4 -11.44% 2044.03% $2,855,634,847 (
2 | Lisk 2,593 25,298 1 2 -10.50% 14593.72% $2,523.583.544.(
21 Status 2,492 5,162 10 3 114.89% 373.66% $1,015,491,320.(
2 Augur 1,351 7277 12 2 2% 1876.04% $943,338,000.00
Puc. 5. Bxinni nani kypciB KpunToBaaoT

1. KinekicTbe KoMmiTiB i PUHKOBa KaniTanisauia R™~2: 0.138249

2. KinbKicTb y4acHukiB i PuHKoBa KaniTanisauisa R™2: 0.130249

3. KinbkicTb KOMITiB Ha MicAub | PUHKOBa KaniTanisauis R™2: 0.002144

4. KinbKicTb y4aCcHUKIB Ha Micaub i PuHKoBa KaniTanisauia R~2: 0.091301

5. KinbKicTb y4acHMKIB y TonoBux Telegram-KaHanax i PUHKoBa KaniTaniszauia R™~2: 0.159053

6. KinbkicTe KopuctyBadie Reddit i PuHkoBa KaniTanizauia R™2: 0.806415

7. NictuHr Ha kpunTobip>ax | PMHKOBa KaniTanisauisa R™2: 0.298320

8. KinbkicTb y Ton-5 Bipxkax i PHKOBa KaniTanizauia R~2: 0.150254

9. KinbkicTb xewTeriB y TBiTax (30 oHiB) i PMHKOBa KaniTanizauia R~2: 0.368655

10. KinbKicTe HOBUHHUX 3rafok (30 gHiB) i PuHKoOBa KaniTanizauia R™~2: 0.771270
11. KinekicTe nignucHukiB y Twitter i PuHKoBa KaniTanizauia R™2: 0.443522

Puc. 6. Kopensinisi KpUnToBaJII0T 3 pHHKOBOIO KaliTagi3anieio

le11
—— Best Fit e

0.25 1 ~
<) ® -2
0.00 =) (=) [= =} . e" 4o

0 2000 4000 6000 8000 10000 12000 14000 16000

Puc. 7. I'padik xopensiuii KpUNTOBAIIOT 3 PUHKOBOIO KamiTaTi3amieio

3aranpHa OIiHKA KOE(]Ii€HTIB MOKa3ye, M0 KamiTali3allis KPUIITOBATIOT HAHOUIBIIE 3aJISKUTh Bifl TOMYISIPHOCTI
uudpoBoro aktuBy. OIHAK IIi JaHI OTPIMAHO 32 BKE 310paHOI0 CTaTUCTHKO0. He 30BCiM 3p03yMino, Ik Ha OCHOBI I[LOTO
CKJIaJaTIMe POTHO3.

JUist OIiHKY TUHAMIKH 3MIiHH KaImiTaji3arii OyJ0 BHPIIIeHO IPOBECTH OCTaHHINH €KCIIPEC-TECT 3MIHU CITiBBIIHOIICHHS
KaITiTanizamnii Ta KUTbKOCTI IMepeIuIaTHUKIB 3a IeBHUU riepion. [Ticms Toro, sik Oyny BHasieHi 3HAUYSHHS, IO Pi3KO Bij-
XHWISIOTHCS, OTPUMAJIH HACTYIIHY 3aJIeKHICTh, 300paxkeHy Ha puc. 12.

e o3Hauae, Mo 3a MEBHUHA MEepiof] 31 3pOCTAHHAM KiNBKOCTI TEpeAIUIaTHUKIB CTOPIHKN KpunToBamtoTH B Reddit 1i
Karmraisanis mamana!
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Puc. 8. IIporno3syBanns koedinieHTy KOpeasuii

. KinbkicTb KomiTiB i PHKOBa KaniTanisauisa R™2: 0.083247

. KinbKicTb y4acHuKIB i PUHKOBa KaniTanizauia R™2: 0.094291

. KinbkicTbe KOMIiTiB Ha Micaub | PUHKOBa KaniTanisauia R™~2: 0.091181

. KinbkicTb y4acHuUKiB Ha Micaub i PUHKOBa KaniTanizauia R™2: 0.151921

. KinbKicTb y4acHuKIB y TonoBux Telegram-KaHanax i PUHKoBa KaniTanizauisa R™2: 0.130186
. KinbkicTbs kopuctyBadiB Reddit i PuHKoBa kaniTanizauisa R~2: 0.357688

. NlictuHr Ha kpunTobip>kax i PuHKoOBa KaniTanisauia R™2: 0.303370

. KinekicTb y TOn-5 6ipxKax i PuHKOBa KaniTanizauia R™2: 0.395840

. KinbkicTb xewTeriB y TBiTax (30 aHie) i PuHKoBa KaniTanizauia R™2: 0.426500
10. KinbKicTb HOBUHHUKX 3rafok (30 aHiB) i PuHKoBa kanitanisauia R~ 2: 0.484609
11. KineKicTe nignucHukiB y Twitter i PUHKOBa KaniTanizauia R™2: 0.353295

OO~ A WN =

Puc. 9. BnopsinkoBasi naHi 3a jorapu(MiqHOI0 HIKAJI0I0
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Puc. 10. I'padik kopesinii KpUNTOBAIIOT 3 PUHKOBOIO KamiTaJi3anicro mic/isi JjorapugmyBaHHs

. KinbkicTb KoMiTiB i PMHKOBa KaniTanizauisa p-3Ha4yeHHa: 0.074861

. KinbkicTb y4acHuKiB i PUHKOBa KaniTani3auia p-3Ha4veHHs: 0.057240

. KineKicTb KOMiTiB Ha MicAub | PUHKOBa KaniTanisauia p-3Ha4veHHsA: 0.061724

. KinbKicTb y4acHUKIB Ha Micaub | PUHKOBa KaniTanilauia p-a3HaveHHs: 0.014175

. KinbkicTb y4acHukiB y TonoBux Telegram-kaHanax i PUHKOBa KaniTanisauia p-3HaveHHa: 0.009292
. KinekicTe KopucTtyBadis Reddit i PuHKOBa KaniTanisauisa p-s3HadeHHsa: 0.000004

. JlictuHr Ha kpunTobip>ax | PMHKOBa KaniTanisauifa p-aHa4yeHHa: 0.000028

. KinbkicTb y Ton-5 Bipxkax i PuHKOBa KaniTanizauisa p-3Ha4yeHHa: 0.000001

. KinbkicTb xewTeriB y TBiTax (30 aHiB) i PMHKOBa KaniTanizauia p-3Ha4eHHs: 0.000000
10. KinbKicTb HOBUHHUX 3rafok (30 gHiB) i PUHKOBa KaniTanisauia p-3Ha4veHHA: 0.000000
11. KinekicTe nignucHukiB y Twitter i PMHKOBa KaniTanizauis p-aHaveHHs: 0.000007

LCoO~NOUAEWN =

Puc. 11. /lani 3a yMOBH HaKJ/JIaJaHHS CTATUCTHYHMX rinore3

B nanomy BUIaKy 4acTHHA OLIHIOBAJIBHOTO Mepioay norpanwia Ha 3umy 2018 poky, KoM BeCh KPUITOBAIIOTHUN
PHMHOK YBIHIIIOB y TNIHOOKY Kopekiiifo. OTHaK Hallla CTaTUCTHYHA CHCTEMa IMOBUHHA BPaxoBYBaTH BCi (PakTOpH, 1 HE Mif-
JIaBaTHCs IXHBOMY BIUTUBY — 1HaKIIIE BOHA HE BBAKATUMEThCS YHIBEPCAIBHOIO.
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Puc. 12. /lunamika 3MiHN KaniTaJizanii micJiss HAKJIaJaHHS CTATUCTHYHHUX JTAHUX

OTprMaHi BHACIIIOK [[LOTO EKCIIEPUMEHTY JIaHi J03BOJISIOTH 3pO3yMITH HACTYITHE:

* Cucrema, no0Oy/ioBaHa Ha aHaJIi31 CTATUCTHUKH, HE BPAXOBY€ 30BHIIIIHI YHUHHUKH, MOXKE BUJIaBATH HEBIPHI 41 Cyniep-
CUIKBI TPOTHO3M Y MEPIOAN CHIILHOI BOJATHILHOCTI.

* Haituacrimie gaHi, SKi 31aI0ThCsI HAHBAXKITUBIIIUMHE, IIPAKTHYHO HE HATAIOTh JKOJHOTO BIUTUBY 3MiHY KarliTasi3alii.

* Tlomyk Kopesiiii Mi>k OKpEMHMH MapaMeTpaMH — 1€ JIUIIEC HEBEIMKA CKJIaI0Ba KUIbKICHOTO aHauizy. [yt oTpu-
MaHHS MAaKCUMAJIbHO 00’ €KTHBHUX JaHHUX MMOTPIOHI BEINYE3HI 0OCATH CTATUCTHYHKX JaHHUX.

Ha choropHimmHiii geHb yci cnpoOM CTBOPUTH HaAIHHMN IHCTPYMEHT Ha 0a3i IITYYHOTO IHTENEKTY BHSIBHUIIMCS
MapHHUMH.

Tak, IpakTU4HO BXKE BIABAJIOCS CTBOPIOBATH BIJIHOCHO TOYHI QJITOPUTMH, ITPOTE BOHU BCE 1€ HEMPHATHI JUIs JIOB-
TOCTPOKOBOTO ITPOTHO3YBaHHs. Brcoka BONaTWIIbHICTh, HenepeadadyBaHiCTh Ta HecTaua JJaHuX YCKIIAJIHIOIOTh 3aB/IaHHs
PO3pPOOHUKIB.

BucHoBku

VY xofi nocipKeHHs Oys10 MpoaHai3oBaHO Pi3HI MOJEN] aHATITHYHUX BeO-CUCTEM ISl IPOTHO3YBaHHS MIXKOIpKOBOT
BapTOCTI MU(POBUX KPHUIITOAKTUBIB. By10 BCTAaHOBJICHO, 110 KJIACHYHI IIIXOIH, SIKI 0a3yIOTHCS BUKIIOUHO HA iCTOPHY-
HUX JIJAaHUX, HEe 3a0€3MeUy0Th JJOCTaTHBOT TOUHOCTI MPOTHO3IB Yepe3 BUCOKY BOJIATHIIBHICTh KPUIITOBAIIOTHUX PUHKIB Ta
TXHIO 3QJICXKHICTh Bl 30BHIIIHIX (haKTOPIB.

3acTocyBaHHsI Cy4yacHUX IHCTPYMEHTIB MAlllMHHOTO HaBYaHHS, 30KpeMa PEKYPEHTHUX HEHPOHHHMX MEpEeX Ta MOJe-
JIei 3 IOBrO0 KOPOTKOCTPOKOBOIO MaM’SITTIO, JAJI0 3MOT'Y JIOCSITTH MEBHOTO MOKPAIIEHHS Y TOYHOCTI MporHo3iB. OaHak
HAaBITh 1[I MOJIEJI 3aJMIIAI0THCS BPA3JIUBUMHU JI0 HEOUIKYBAHUX 3MiH PUHKY Ta HE MOXYTh 3a0€3MEUUTH BUCOKOT JI0CTO-
BIPHOCTI Y JIOBFOCTPOKOBOMY TIPOIHO3YBaHH.

JlocnipKeHHs TIoKa3aliy, 10 BKJIIOYEHHS JOATKOBUX (DAKTOPIB, TAKUX SIK HOBHHHHK (DOH 4M COLaJIbHI METPUKH
(KITBKICTD MIJIUCHUKIB Y COIIMEPEKax ), MOXKE MiIBUIIUTH TOYHICTh POTHO31B. [IpOTEe BUKOPHCTAHHS OKPEMHX Mapame-
TpiB 0€3 KOMIUICKCHOTO 0araToOKpUTEepiaIbHOTO aHali3y MOYKE IIPU3BECTH 10 CIIOTBOPEHHS PE3YIIbTATIB.

Haii6inbiry eeKkTHBHICTD JEMOHCTPYIOTH IMiJIXO[H, 110 0a3yl0ThCs Ha 0araTopakTOpHOMY aHalli3i BEJIMKUX OOCSTIB
CTAaTUCTUYHHX JaHuX. [IpoTe # 11l MeTOAM MarOTh OOMEKEHHS ITi]] Yac TEePioiB BUCOKOT BOJATUIIBHOCTI a00 PI3KUX KOJIH-
BaHb PUHKY.

3araniom, CTBOPEHHSI YHIBEPCAIILHOTO aJITOPUTMY JUIsi TOYHOTO JIOBIOCTPOKOBOTO TPOTHO3YBAaHHS BAPTOCTI KPUITO-
AKTHBIB 3aJIMIIAETHCS CKIIATHUM 3aBAaHHsIM. OCHOBHUMH BUKJIMKAMU € HECTA0UIbHICTh PUHKY, CKJIHICTh Y BpaxyBaHHI
30BHIILIHIX (PAKTOPIB Ta OOMEKEHICTh JTOCTYIMHHUX AaHuX. [lofanpIii JOCHiKEHHS MalOTh 30CEPEIMTUCS Ha BJOCKOHA-
JICHHI METOJIIB IHTEerpalil pi3HOPIAHNX AaHUX Ta PO3POOILI HOBHUX MiZXO/IB JUIs IiIBUICHHS TOYHOCTI IPOTHO3IB.
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DYNAMIC RESILIENCE MECHANISM
FOR SCALABLE INFORMATION INFRASTRUCTURES

This article examines the challenge of ensuring the stability of computing systems under peak loads. The main problem
is that traditional monitoring methods often fail to detect critical failures and unforeseen situations on time, which may
lead to data loss and significant economic damage. The research aims to develop a hybrid monitoring architecture
that combines synchronous polling of critical parameters with asynchronous event-driven data collection. To achieve
this goal, the proposed solution employs virtual probes that allow for system analysis without significantly impacting
performance and a component capable of detecting anomalous system states.

Experimental studies have confirmed the effectiveness of the proposed model, which reduces the risk of failures,
optimizes the use of computing resources, and ensures high system scalability under various load conditions. The proposed
model was tested on real-world scenarios using simulation environments that emulate emergency situations and intensive
query streams. The research results demonstrate a significant improvement in system efficiency, a reduction in response
time to failures, and an optimization of information systems’performance. The obtained data also indicates the possibility
of integrating the proposed approach with existing solutions for monitoring and managing computing systems.

Considerable attention was paid to analyzing the impact of various monitoring parameters on performance, which
allowed the determination of optimal values for balancing data collection accuracy and system load. A comparative
analysis with traditional monitoring methods was also conducted, revealing that the hybrid approach provides a more
stable system operation during peak loads. The summarized research findings may serve as a foundation for further
scientific investigations and implementing innovative technologies in computing resource management.

Key words: heavy loads, computing resource scalability, monitoring, microservice architecture, information systems,
design patterns, hybrid architecture.
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JUHAMIYHU MEXAHI3M CTIHKOCTI JJI5I MACIITABOBAHUX IHOOPMAIIITHHUX
IHOPACTPYKTYP

L[n cmamms ananizye npobnemy 3abesneuenHs CcmadiIbHOCMI OOYUCTIOBANLHUX CUCMeEM Ni0 Yac NiKOGUX
nasanmadicensb. Ocnogna npobrema noisgeac 6 momy, wo mpaouyitini Memoou MOHIMOPUHZY 4ACMO He 6CMu2aroms
suABUMU KpumuyHi 3001 ma Henepedbayeni cumyayii, wo mMoxce npuzeecmu 00 8Mpamu OAHUX Ma 3HAYHUX eKOHOMIUHUX
3oumxis. Jlocniodcennss mae Ha memi po3pooumu 2iOpuoHy apXimexkmypy MOHIMOPUHZY, WO NOEOHYE CUHXDOHHE
onumyeanHs KpUmudHUX napamempie i3 aCUHXpOHHUM 300pOM OAHUX HA OCHOSI NOOil. [na docsaeHenHs yiei memu
3anponoHosane piueHHs GUKOPUCIOBYE GIPMYATbHI OAMYUKU, SKI 00380JAI0Mb AHANIZY8AMU cucmemy 0e3 3HAYHO20
6NAUBY HA [T NPOOYKMUGHICMb, A MAKONHC KOMNOHEHM KU, 30aMHULl pO3PI3HAMU AHOMAAbHI CIAHU CUCTNEMU.

Excnepumenmanvni 0ocnioscenus niomeepounu eekmusHicms 3anponoHo8anoi mMooeni, KA 3HUNCYE pusuk 300is,
ONMUMI3YE BUKOPUCAHHSA OOUUCTIOBANLHUX PECYPCi6 Ma 3a0e3neuye GUCOKY Macumado8anicms CUCmeMu 3a Pi3HUX YMOE
HABAHMAdCEHHA. 3anpoOnoHo8ana mooeisb OY1a npomecmosand Ha PearbHUX CYeHapisax i3 GUKOPUCTNAHHAM CUMYIAYIUHUX
cepedosuLly, Wo IMImyHms asapiiiHi cumyayii ma iHmeHCUsHI NOMoKu 3anumie. Pezynomamu 00ciiodiceHHs 0eMOHCmpPYIoms
3HAUHe NOKPAUJeHHsl eheKMUGHOCMI CUCIeMU, CKOPOUEHHS YacCy peazy8anHs Ha 3001 ma onmumizayio npooyKmMueHoCmi
iHghopmayitinux cucmem. Ompumani OaHi MAKON#C CEIOUAMb NPO MONCIUBICIG THMeZPAYii 3aNPONOHOBAHO20 NIOX00Y
3 ICHYIOYUMU PileHHAMY Ol MOHIMOPUH2Y MA YRPAGTIHHA 00YUCTIOBANLHUMU CUCTNEMAMU.

3uauny yeazy 6yno npudireHo ananizy 6nauy pisHux napamempie MOHIMopUHzy Ha NPOOYKMUGHICMb, U0 003601UI0
BUBHAYUUMYU ONMUMATLHI 3HAYEHHA 0N 30aNaHCY8aHHA MOYHOCMI 300pY OaHUX ma Hasanmadicenus na cucmemy. byno
npPOBeOeHO NOPIBHNbHULL AHALI3 3 MPAOUYTTTHUMU MEMOOAMU MOHIMOPUHEY, AKULL BUSBUS, U0 2IOPUOHUT NIOXI0 3a0e3neuye
Oinbw cmabinbHy pobomy cucmemu niod 4ac NiKOGUX HABAHMAICEHD. Y3a2aNbHeHT pe3yabmamu 00CIONCEHHS MONCYIb
cmamu 0CHO8010 01 NOOANLUIUX HAYKOBUX O0CHIONCeHb MdA 8NPOBAONCEHHS THHOBAYILIHUX MEXHON02I 8 YNpaGIiHHI
00UUCTIOBATILHUMU PECYPCAMU.

Kniouosi cnosa: nikogi nasanmanicenns, Macuimado8anicmes 0OUUCTIOBANbHUX PECYPCi6, MOHIMOPUHE, apXimeKmypa
MIKpOCepsicie, IHQopMayiiini cucmemu, WabIOHU NPOEKMYSAHHSI, 2IOPUOHA apXimeKmypa.

Problem statement

Modern information systems are complex systems constituted by intricate architectures and diverse couplings. When
the system is under peak load, some modules may fail in the processing mode or enter an unstable state, resulting in
overall system instability and making it impossible to process all incoming requests correctly. System resilience is one of
the most important challenges, especially in continuous processing.

There are several strategies for reducing these risks. In some situations, a system can activate a «safe mode,» providing
a suboptimal alternative for a more significant number of requests and, in a different approach, scaling the computational
resources by adding more dedicated modules to process incoming requests. However, the trick is knowing when and how
to do so successfully.

One of the important tasks is reconciling the level of service provided with the necessity to avoid catastrophic failure.
Traditional monitoring approaches are based on static thresholds that cannot catch the variability and evolution of
system workloads. Furthermore, reactive methodologies that recover only after the performance degradation has already
materialized may be too late, risking cascading failures. The existing generic and top-down approaches to resilience
are not enough, and more adjustable and preemptive resilience mechanisms that can evaluate a system’s health and
implement stability measures at runtime are urgently needed.

Analysis of the latest research and publications

The literature on self-adaptive systems focuses on the need for real-time decision-making to keep the system steady
and responsive to workload changes. The insufficiency of conventional, static threshold-based monitoring methods
has been noted in related dependability and fault tolerance studies. These approaches are often ill-equipped to manage
complex interactions among system components and are slow to respond when failures occur.

A few works recommend proactive countermeasures based on continuous system monitoring and a predictive
analytics approach. One such means is to seamlessly interconnect explicit performance indicators (CPU utilization,
memory usage, response times) to implicit signals indicating impending failure long before the problem manifests into
a disaster. Research indicates that machine learning techniques and anomaly detection models help improve failure
prediction and optimize resource usage.

Furthermore, the latest updates in the virtualization environment involve implementing advanced monitoring systems
such as virtual probes and virtual spectators. These allow for real-time observation of system behavior without incurring
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the performance cost commonly associated with traditional monitoring tools [1]. By providing insightful data and
automation, such mechanisms can also be designed to enhance resilience against unexpected failures.

Building upon this research, we propose a dynamic resilience framework that leverages virtual probes and a virtual
spectator to enhance system monitoring and stability significantly. Each process is adapted from previously proven
methods, utilizing an aggregated, real-time analysis of system health indicators over a prolonged period. This approach
alleviates the computational burden of high-frequency monitoring activities while ensuring improved system resilience.

Formulation of the research objective

System owners can gain unprecedented visibility into system operations by deploying virtual probes at strategic points
throughout the system architecture and employing a virtual spectator to aggregate and analyze the collected data. This enhanced
observability enables more nuanced decision-making regarding when to activate safe mode protocols or initiate resource
scaling operations, ultimately leading to more stable and resilient system performance even under extreme load conditions [2].

Core Findings and Analysis

To implement such an observability framework, the system relies on probes that measure key system metrics and
report them to an observer component. As shown in Figure 1, these probes monitor various aspects of system health, such
as active requests, memory usage, and cache entries, allowing for real-time assessment of the system state.

Each probe in the system measures a specific metric, such as active requests, memory usage, or cache entries, to
determine the system state.

The result of a probe’s check can be either:

‘ , Observer

Observer query to Probe about
the state of the monitored system metric

‘{ Probe A, Checking the system

probe metric

Service 1 Service 2 Service n

High-loaded system built
on the microservice architecture

Fig. 1. Example of the interaction between a high-load information system, its Probes, and the Spectator

* true: Indicating that the metric is within normal limits.
+ false: Indicating that the metric has deviated from normal operating conditions.

F e (1) =[0,1]. (1)

Each Probe is associated with one or more spectators, and each spectator may manage multiple probes. A spectator
must implement the ISpectator interface (see Figure 2 in the original document) and generate events when changes occur
or after probe polling.

JO) =3 Fyp, (D). &)

During a periodic check, the spectator queries all its probes, forming an array that is then recorded in the state journal
(denoted as J(T) in formula (2), where T is the time of polling). Based on these journal entries, the spectator computes the
current system state, S(T) (as described by formula (3)).

S(T) = FU(T), J(To), ..., J(T))- 3)

If a change is detected —i.e., if S(7(;_1)) # S(7;) — the spectator triggers an event. Modules that subscribe to this event
can then adjust their parameters accordingly.
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7= public interface ISpectator<TState> where TState : struct, IConvertible
8 {
9 /// Event that is triggered when the state of the spectator changes.
2 Andrew Gubskiy
12 ! event EventHandler<StateEventArgs<TState>> StateChanged;
13
14 /// Event that is triggered when the health of the spectator is checked.
2 Andrew Gubskiy
17 ! event EventHandler<HealthCheckEventArgs> HealthChecked;
18
19 /// State of the spectator.
1implementation & Andrew Gubskiy
22 ;! TState State { get; }
23
24 /// Uptime of the spectator.
1implementation 2 Andrew Gubskiy
27 ! TimeSpan Uptime { get; }
28
29 /// Name of the spectator.
1implementation 2 Andrew Gubskiy
32! string Name { get; }
33
34 /// Adds a probe to the spectator.
1implementation 2 Andrew Gubskiy
38! void AddProbe(IProbe probe);
39
40 /// Checks the health of the spectator.
1implementation 2 Andrew Gubskiy
43 ! void CheckHealth();
44 }

Fig. 2. ISpectator interface

The system state may be evaluated using various methods:

* Boolean Evaluation: The system is either operational (true) or non-operational (false).

*  Enumerated Evaluation: The system can be in one of several defined states (e.g., normal, warning, danger,
failure).

* Discrete Evaluation: The state is expressed numerically (from 0 to 1000, where 1000 indicates full operability
and zero complete failure).

* Percentage Evaluation: The system’s operability is expressed as a percentage (with 100 % representing full
operability and 0 % representing complete failure).

Beyond these, any class implementing the [StateEvaluator interface can be used for state calculation. This approach is
potent for languages like C#, Java, and others when combined with the inversion of control (IoC) principle [3].

Probes can be integrated via dependency injection using an [oC container. At the same time, spectators can be implemented
as singletons — ensuring that a single instance is accessible to various components or services within the module.

]
7 [PublicAPI]
7] 12 usages 4 inheritors & Andrew Gubskiy +1

g ! public interface IStateEvaluator<TState>

9 {
10 V//ARS >
11 /// Evaluates the state of the spectator.
12 "</ >
13 V//8 ="currentState">
14 /// Current state of the spectator.
15 " </ >
16 /1] < ="stateChangedLastTime">
17 /// The time when the state of the spectator was changed last time.
18 "</ >
19 /< ="journal">
20 /// Journal of the spectator.
21 "</ >
22 /1] < ></ >
7] 2 usages 4 implementations 2 Andrew Gubskiy +1
23 ! TState Evaluate(TState currentState, DateTime stateChangedLastTime, IReadOnlyCollection<JournalRecord> journal);
24 }

Fig. 3. IStateEvaluator interface
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The proposed approach leverages a framework that embeds components for tracking state changes into an existing
information system with minimal code modification. Although the article demonstrates an implementation using the.
NET platform and the C# programming language, the approach is adaptable to any object-oriented language and many
functional programming languages.

This framework operates through a layer that intercepts key system events and state transitions without requiring
extensive refactoring of the existing codebase. The instrumentation is achieved through aspect-oriented programming
techniques and lightweight proxies that wrap critical system components [4]. These wrappers expose standardized
interfaces for the monitoring subsystem while maintaining the original component behaviors, ensuring system functionality
remains unaffected during regular operation.

The implementation showcased in the article utilizes.NET’s reflection capabilities and dynamic proxy generation to
create these monitoring hooks at runtime. This approach allows for selective instrumentation of only those components
deemed critical for system stability assessment, minimizing the performance overhead.

Components of the Monitoring System

* Probe: Responsible for checking the state of a specific system metric.

» Spectator: Monitors one or several probes and aggregates their outputs.

» Journal: A record (or array) of probe readings, each marked with the time of the check. The Spectator maintains it.

» State Evaluator: Calculates the system’s overall state based on journal entries. The Spectator can use different
implementations of the State Evaluator.

The Spectator generates two types of events: one when it has queried all probes and another when the State Evaluator
updates its assessment of the system’s state. The Spectator and the Probes can operate synchronously or asynchronously
relative to the system’s main processes. When a state change is detected, the Spectator emits an event to which one or
more system modules may subscribe.

Polling Scenarios

There are two primary scenarios for spectator-initiated probe polling:

* Asynchronous Polling: Probes are polled independently of the main system processes, for example, by a timer
running on a separate thread at regular intervals.

* Synchronous Polling: A probe is polled directly from a module’s action, with the subsequent system state
recalculated immediately.

Overhead Analysis

The monitoring framework inherently introduces an essential and manageable computational overhead. This study
examines the key performance considerations associated with probe polling within the system.

The computational impact of probe polling is principally determined by the polling methodology employed. In
the case of synchronous polling, there is a direct impact on response time, as immediate feedback is provided at
the expense of potential delays in processing. Conversely, asynchronous polling operates as a background process,
thereby diminishing its immediate impact on primary operations; however, it necessitates the allocation of additional
CPU and memory resources [5]. The overall computational cost of the probing mechanism is influenced by the number
of probes deployed and the frequency of their evaluations. Moreover, the implementation of event throttling serves as
a critical control mechanism to prevent excessive processing. It is imperative to recognize that enhanced observability,
achieved through integration with real-time data collection and visualization tools, significantly augments system
monitoring capabilities.

Infrastructure Integration

The resilience framework seamlessly integrates with modern observability tools to enhance monitoring capabilities. For
logging and metrics collection, Prometheus scrapes probe data and visualizes trends, while the ELK Stack (Elasticsearch
and Kibana) handles comprehensive events and state change logging. OpenTelemetry provides standardized tracing and
metrics collection across the system. Distributed tracing is managed through tools like Jaeger and Zipkin, which track state
changes across microservices, complemented by cloud-native solutions such as Azure Monitor and AWS CloudWatch for
anomaly detection and alerting.

The framework can extend beyond passive monitoring with alerting and auto-remediation features: if the solution
is integrated with Grafana Alerts it can send notifications about threshold breaches, while Kubernetes Horizontal Pod
Autoscaler (HPA) dynamically scales resources in response to changing system conditions, creating a self-healing
infrastructure that maintains stability under varying loads.

Future Perspectives

The framework discussed here provides a robust foundation for self-diagnosing high-load information systems.
Its modular design, which separates the monitoring components (probes, spectator, journal, and evaluator), facilitates
maintenance and scalability and allows for the integration of advanced analytics [6]. For instance, incorporating machine
learning techniques for anomaly detection could enable the system to predict potential failures before they occur. Adaptive
thresholds and real-time data analytics enhance the system’s responsiveness to emerging issues.
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From a practical standpoint, implementing such a framework requires careful consideration of performance overhead
and security, particularly in environments where data integrity is critical. Future research could explore optimized data
aggregation strategies and the application of edge computing to distribute monitoring tasks more efficiently [7]. Moreover,
integrating these diagnostic mechanisms with automated remediation strategies could transform reactive systems into
proactive, self-healing infrastructures.

Conclusions

The proposed approach enables dynamic adjustment of system parameters, allowing the system to maintain correct
operation even under peak load conditions. This approach has proven particularly effective in distributed systems built on
microservice architecture.

In summary, the self-diagnostic mechanism and its potential enhancements represent a significant advancement in
maintaining the reliability and scalability of high-load information systems. By leveraging modern design patterns, robust
programming paradigms, and potential future innovations in machine learning and distributed computing, developers can
build systems capable of detecting, anticipating, and resolving issues before they impact overall performance.
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THE ETHICS OF ARTIFICIAL INTELLIGENCE:
BOUNDARIES AND RESPONSIBILITY

Artificial intelligence is increasingly integrating into everyday life; however, its use is accompanied by a significant
number of ethical challenges. The lack of algorithmic transparency, potential discrimination, risks associated
with military applications, and issues of responsibility for autonomous decisions require thorough analysis. This study
examines approaches to Al regulation worldwide, particularly in the European Union, the United States, China, and
Ukraine. It has been established that the EU applies strict regulatory frameworks to protect human rights, the US favours
self-regulation by Al development companies, China enforces state control over Al development and implementation,
which raises concerns regarding the protection of citizens’ rights, while Ukraine is only beginning to establish its own
regulatory framework.

The research identifies the fundamental ethical principles that should guide Al usage and, based on these, proposes
recommendations for regulating the technology. These include the necessity of algorithmic transparency, personal data
protection, the right to be forgotten, restrictions on autonomous decision-making in critical areas, and the establishment
of international standards. The study analyses the prospects for regulatory development and highlights the importance
of balancing technological progress with oversight to prevent the uncontrolled use of Al

Additionally, issues of responsibility for decisions made by artificial intelligence and the necessity of independent
oversight over its implementation were considered. The study examines possible scenarios for technological development
under global standardisation, as well as the risks that may arise from insufficient regulation. The findings demonstrate
that only a comprehensive approach to regulation and accountability will help mitigate potential threats and ensure
the safe development of Al for society, minimising the risks associated with its uncontrolled application.

Key words: artificial intelligence, Al ethics, algorithmic transparency, autonomous systems, digital rights, Al
regulation, responsibility, innovative technologies, technology oversight.
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ETUKA HITYYHOI'O IHTEJEKTY: MEXKI TA BIAITIOBIJAJIBHICTD

LImyunuii inmenexm (L) cmpivko po3susaemovcsi ma nPOHUKAE 8 PI3HI chepu CYCRiIbHO20 Hcummsi, GIOKPUBAOUU
HOBI MOJICTUBOCI, ajle B0OHOUAC NOPOOINCYIOUU cepliosni emuuni euknuxu. Hozo 3acmocysanns y meduyuni, npasocyooi,
besneyi, 6izneci ma [HWUX 2aNY35AX GUMA2AE He JUUle MEXHON02IUH020 800CKOHANEHHS, d U epeKmUusHo20 npago6o2o
peaynosanis O 3anodicants OUCKPUMIHAYIT, NOPYWEHHS NPag TI0OUHU MA 3106ICUBAHH MexHoNo2iamMuY. Y cmammi
PO32ISIHYMO OCHOGHI emUYHI Ma MOPAIbHI Npodiemu, sKi N8 si3aHi i3 GUKOPUCTNAHHIM [HCMPYMEHMIE WNYYHO20
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inmenexmy. Ilpogedeno amaniz nioxoodie 0o peeymosannsa LI 6 E€sponeiicokomy Corosi, CLIA, Kumai ma Yxpaini,
SKI OeMOHCMPYIOMb PI3HULL PI6EHb 0epIHCAGHO20 KOHMPOIIO MA CAMOPe2YNI0GANHS.

Busnaueno knrouoei emuuni npunyunu euxopucmanns LI, 30kpema nposzopicme aneopummis, 3axucm nepcoHaIbHux
0aHux, 6i0N0GIOANbHICMb 30 AGMOHOMHI PIUEHHS A HeOOXIOHICMb MIJICHAPOOHUX cmanoapmis. Okpema ysaea npuodiiena
RUMAHHAM KOHMPOII0 3a posgumkom LI, exnouno 3 npobremamu ynepeortceHocmi aneopummis, 6e3nexu nepcoHaibHux
Oanux i ROMeHYIHUX 3a2p03, 08 A3aHuX i3 eukopucmannam LI 6 asmonomuux cucmemax ma iticokogiti cgpepi. Taxooic
00CI0HCEHO NepCneKmusy 2100a1bHOT CMaHOapmu3ayii, BUKIUKU, WO NOCAIOMb Neped 0epicasamu ma KOpnopayiami,
a Mmakooic pu3uUKU, noe a3ami 3 HeOOCMAMHIM Pe2yNI0GAHHAM MEXHONO2Il.

Ha ocnosi ananizy ceimogozco 00ceidy chopmynvosano pexomenoayii wooo peeymosanns LI, cnpsamosani
Ha 3a0e3ne4ens 1020 emuuHo20 po3GUMKY ma OANaAHCYS8AHHS MIdC MEXHON0IYHUM NPO2Pecom i 6e3neKol cycnilbecmea.
Iiokpecneno neobxionicme MidcHapoOHOT cnignpayi y cmeoperti €OUHUX CIMAHOapmis, SKi 00NOMOICY b MIHIMIZY8amu
PUBUKU HEKOHMPONbOBano20 possumxy LI ma eapanmyeamu 1io2o 8i0nogioanvhe 8npoeaoddicens 6 yci cghepu sHcummsl.

Kniwouosi cnosa: wmyynuii inmenexkm, emuxa LI, nposopicms ancopummis, agmonomui cucmemu, yugposi npasa,
peeymosanus LI, ionosioanvuicms, iHHOBAYIUHI MEXHON02TT, KOHMPOLL MEXHONO2ILL.

Problem Statement

Artificial Intelligence (hereinafter Al) is a technology that enables machines and software systems to perform tasks
traditionally considered the domain of human intelligence: pattern recognition, decision-making, natural language
processing, learning from large volumes of data, and emotional responsiveness. At present, Al is widely used in many areas
of our society, including: business, which encompasses data analytics, automation, and financial monitoring; healthcare,
which includes disease diagnosis and personalised medicine; law, which involves the automation of legal documents,
legislative analysis, and the completion of legal forms; transport, particularly autonomous vehicles, route optimisation,
and advanced traffic systems; security, which covers facial and fingerprint recognition systems, crime prediction, and an
advanced level of security system protection, among others. Al has also extended into personal use by individual users
for time and financial planning, receiving advice, conducting analysis and task execution, generating content for various
fields, and even engaging in ordinary conversations.

However, the rapid development and broad scope of Al applications are accompanied by ethical challenges that are
becoming increasingly evident and require discussion, particularly in defining the limits of its accessibility. This is due
to the fact that Al is becoming increasingly autonomous and is beginning to influence the process of making critically
important decisions.

Analysis of Recent Research and Publications

Most scholars focus on the risks and benefits of autonomous systems, moral aspects, issues of discrimination, and
ensuring transparency in Al decision-making. For instance, S.Russell, in Human Compatibility [1, p. 7], explores the
concept of developing technologies that prioritise human interests. Meanwhile, Jean-Francois Bonnefon, as part of the
Moral Machine project [2], analyses how people perceive ethical considerations in autonomous vehicles, examining the
criteria such systems should follow.

Despite the numerous ethical dilemmas, contemporary research in Al ethics covers a broad range of issues and
challenges associated with the implementation of this technology.

Research Aim

The aim of this study is to analyse the ethical aspects of Al usage, particularly its impact on society, the responsibility of
developers, and regulatory frameworks. Special attention will be given to assessing the extent to which ethical principles
are considered in the development and implementation of this technology. The research is focused on identifying the
key risks associated with Al usage and determining ways to mitigate them through legal, technical, and organizational
measures.

The main research objectives are:

» Analysis of the current state of ethical standards for Al and their implementation in international practice;

 Identification of key issues related to Al autonomy, algorithmic transparency, and accountability for Al-driven
decisions;

» Examination of global Al regulatory frameworks, with a focus on the most effective practices;

* Development of recommendations for the integration of ethical norms into Al development and application to
ensure its safe and fair use;

* A Analysis of international Al regulation initiatives and assessment of their effectiveness in addressing ethical
challenges, particularly in preventing discrimination, bias, and algorithmic opacity;

* Identification of key directions for the development of ethical standards for Al.

Presentation of the Main Material

Let us outline the key reasons for the increasing ethical concerns surrounding the use of Al tools. First and foremost,
automated decisions can be unfair, as system algorithms may contain hidden biases and discriminate against individuals
based on various factors or, conversely, fail to consider certain significant aspects of information. Additionally, Al operates
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with a lack of transparency, evidenced by the fact that many neural network decisions are difficult to explain even to their
developers (the so-called “black box” problem). Moreover, AI’s processing of vast amounts of personal data creates a risk
of leaks and misuse, posing threats to data privacy and security.

Another critical issue is the lack of accountability due to the use of autonomous systems — there is no specific individual
responsible for an error made by an autonomous vehicle or a medical algorithm. Furthermore, the use of Al in military
applications raises serious moral concerns, particularly in the development of autonomous weaponry without human
oversight.

Several fundamental questions arise: Does Al even comprehend ethical dilemmas and moral aspects? Can Al make
morally justified decisions in the same way a human does?

Since Al operates based on algorithms and statistical models, lacking consciousness, empathy, and moral awareness,
it can analyse vast amounts of data, imitate ethical decision-making, and even exhibit behaviour that resembles human
empathy. However, Al does not possess its own moral compass — it merely follows predefined criteria, does not fully
grasp the consequences of its decisions, and simply selects the most optimal option from those available. Its decisions are
entirely dependent on data — if trained on biased datasets, it will replicate the same mistakes.

The development of Al raises numerous ethical and moral concerns, necessitating clear ethical and legal frameworks.
If society fails to establish boundaries for the application of these technologies, it may lead to severe consequences,
ranging from human rights violations to the emergence of uncontrolled autonomous systems. Therefore, Al ethics remains
a key challenge for modern society.

Among the most pressing issues that require resolution are: how to legally regulate AI, who should be held accountable
for its mistakes and biases, and which areas of Al application require the strictest oversight.

Finding answers to these questions and establishing ethical standards and mechanisms of accountability should serve
as the foundation for the further development of Al, aiming to minimise risks and ensure its safe future use.

In addition to scientific research, major technology companies play a significant role in shaping Al ethical principles.
Companies such as Google, OpenAl, and IBM have developed their own frameworks for the responsible use of artificial
intelligence, focusing on aspects such as transparency, fairness, and security.

Google has formulated a set of Al principles, known as Al Principles [3], which declare the responsibility of developers
towards society. IBM, in turn, has introduced the concept of Explainable Al [4], which aims to enhance the understanding
of how neural networks make decisions. OpenAl has launched a research initiative dedicated to the safe development
of artificial general intelligence (AGI), emphasising the importance of global cooperation in minimising risks [10].
Microsoft is also actively involved in shaping ethical standards by implementing its Responsible Al policy and working
on the development of fairness-oriented, non-discriminatory algorithms.

However, some experts criticise these companies for their declarative commitments to ethical Al, arguing that they are
often not accompanied by tangible changes in the development approaches of their technologies.

Furthermore, to regulate Al usage, several international organisations have formulated their principles for the ethical
application of Al technologies. UNESCO, in its Recommendation on the Ethics of Al [5], highlights the necessity of
ensuring equal access to technology and protecting human rights, while the European Union’s Ethics Guidelines for
Trustworthy Al [6] focus on transparency, fairness, and algorithmic accountability. IEEE has also developed the Ethically
Aligned Design document [ 7], which provides recommendations for Al developers, particularly in avoiding discrimination
and ensuring the explainability of Al-driven decisions.

Despite the existence of these initiatives, most of these principles remain advisory, and their implementation largely
depends on the policies of individual countries and companies. The absence of a unified global Al regulation mechanism
threatens the consistent enforcement of ethical standards across all Al applications.

For this reason, the following sections of this study will focus on analysing legislative initiatives in various countries
and efforts to standardise the use of artificial intelligence.

Different countries have distinct approaches to Al regulation, reflecting their political, economic, and social
characteristics. Let us examine these approaches using the examples of the EU, the US, China, and Ukraine.

The European Union has focused on protecting human rights, ensuring the ethical use of technology, and implementing
legal oversight. Its goal is to guarantee the safe development of Al and prevent misuse by users. In April 2019, the
European Commission published the Ethics Guidelines for Trustworthy AI [6], which outlined seven key requirements:
human oversight, technical robustness, privacy and data governance, transparency, diversity, non-discrimination and
fairness, societal well-being, and accountability. However, the primary regulatory document developed by the EU to
govern Al is the Artificial Intelligence Act (Al Act) [11], which was adopted by the European Parliament in June 2024.

According to the key provisions of the Al Act, Al systems are classified based on their risk levels into four categories:
minimal risk (such as chatbots and recommendation systems), limited risk (Al in financial services and recruitment), high
risk (Al in critical infrastructure, legal systems, security systems), and unacceptable risk (Al for mass social scoring of
citizens, subliminal manipulation, political propaganda). Transparency and accountability provisions require companies
developing high-risk Al systems to provide detailed explanations of their operation, test them for compliance with ethical
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standards, and implement safety assessment mechanisms. Failure to comply with these requirements can result in fines of
up to €30 million or 6 % of the company’s global annual revenue.

The EU opts for strict regulation to minimise risks; however, this approach may slow down innovation due to complex
bureaucratic procedures and high compliance requirements for Al developers. According to the General Data Protection
Regulation (GDPR), the minimum age for providing consent for personal data processing in most EU countries is
16 years. This means that individuals under 16 require parental or guardian consent to use such services. As a result,
many companies specify in their policies that users must be at least 16 years old if they are citizens or residents of the EU.

In contrast, the United States does not have a single, nationwide Al regulation law. Instead, states adopt a flexible
self-regulation model, where the primary responsibility for adhering to ethical standards lies with private companies and
industry-specific standards. In October 2023, the White House published the Blueprint for an Al Bill of Rights [12], which
outlines five principles: safe and effective systems, protection against algorithmic discrimination, data privacy, notice
and explanation, and human alternatives, consideration, and fallback options. Moreover, due to minimal government
intervention in the tech sector in the US, Al standards are primarily shaped by leading tech companies such as Google,
Microsoft, and OpenAl. However, while the American model encourages rapid Al development with minimal government
interference, it does not guarantee sufficient user protection and raises concerns about the potential for Al-driven public
opinion manipulation and mass surveillance.

The Chinese system is the strictest in the world, as the government actively controls information technologies, employs
Al for state surveillance, and creates isolated networks. Some of China’s key Al regulations include licensing requirements
for Al-developing companies (all algorithms must be approved by the government), strict content censorship, social credit
systems using Al to assess “public behaviour,” and restrictions on gaming and video content. Additionally, China is actively
developing military Al technologies, including autonomous drones, intelligence systems, and cyberattack capabilities.

Ukraine does not have a dedicated law regulating Al; however, it is actively working on developing legislative
initiatives in this field. Despite the absence of a specific Al law, certain legal and regulatory frameworks already exist in
Ukraine to govern Al usage. These include documents such as the Law of Ukraine on Personal Data Protection, the Digital
Transformation Strategy of Ukraine, and the National Al Development Strategy.

In 2020, the Ministry of Digital Transformation of Ukraine introduced the Concept for Al Development in Ukraine
until 2030, which outlines the goals, principles, and objectives for Al technology advancement in the country. The
document emphasises human capital development, support for entrepreneurship, Al implementation in the public sector,
and ensuring ethical and legal aspects of Al usage. To implement this concept, in 2021, an action plan was approved,
which includes specific steps and projects for integrating Al into various sectors of society.

As a country striving for European Union integration, Ukraine must work even more actively on Al legislation and align
its policies with the strict regulatory framework of the EU. However, this process is complicated by several factors, including
martial law, insufficient funding, and brain drain. Despite these challenges, Ukraine has taken significant steps towards Al
regulation recently by initiating several studies and proposals. These include the Recommendations of the National Security
and Defense Council of Ukraine on Al Usage in Military and Cybersecurity, cooperation with the EU within the “Digital
Ukraine” initiative, and parliamentary projects aimed at establishing Al-related regulations for developers and users.

This indicates that Ukraine is currently in the active phase of shaping its approach to Al regulation.

By analysing the experience of leading technological countries in Al regulation and considering the specifics of Al
implementation in Ukraine, key recommendations can be formulated for the ethical use of Al:

» Establishing restrictions on autonomous decision-making, which involves defining areas where Al cannot make
decisions without human oversight and implementing a “human control” mechanism to ensure accountability.

»  Ensuring algorithmic transparency and accountability, requiring developers to provide clear explanations of how
Al systems operate and implementing independent audits to identify potential discrimination and errors.

»  Protecting personal data, which includes strict regulations on the use of personal data, the establishment of a «right to
be forgotten» principle allowing users to delete their data from Al algorithms, and ensuring the secure storage of such data.

»  Limiting Al usage in military and governmental sectors, which entails prohibiting Al from being used in uncontrolled
autonomous weapons and establishing independent ethical committees to assess Al applications in these fields.

Furthermore, There Are Potential Prospects for the Development of Ethical AI Regulation:

* Development of unified Al regulation standards through cooperation between international organisations.

» Creating a balance between innovation and Al oversight.

» Enhancing digital literacy in AL

* Implementing the principle of “ethics by default”.

» Preventing negative Al development scenarios.

Conclusions

Al is one of the most influential technologies of our time, with capabilities that are both impressive and alarming. It is
actively transforming various sectors of society — from business and medicine to law and public administration. However,
its rapid development is accompanied by a range of ethical challenges that require immediate resolution. The analysis
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of international experience has demonstrated different approaches to Al regulation, ranging from strict state control to
flexible self-regulation models.

It has been determined that for the further ethical development of Al, the following measures must be implemented:
restrictions on autonomous decision-making in critical areas, transparency, and explainability of algorithms, protection of
personal data and the “right to be forgotten,” establishment of ethical committees, a balance between progress and control,
and ensuring the responsible use of Al

“If society does not establish clear ethical boundaries and fails to develop an effective system of Al oversight, this
could lead to severe consequences-ranging from discrimination and human rights violations to uncontrolled autonomous
systems. Thus, the rise of the machines is not an inevitability, but merely a scenario that can be avoided through proactive
and responsible action.” — (ChatGPT, 2025).
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BUKOPUCTAHHSA HEYITKOI JIOT'IKA B CUCTEMAX NIPUUHSATTS PINIEHD

YV cyuacnux ymosax weuokozo pozeumxy inopmayitinux mexnonoeit ma 3pocmaroyoi CKAaoOHOCmi npoyecie npu-
unAmms piwiens ece Oinbwloi akmyanbHocmi Haby8ams Memoou, wo 00360IAI0Mb 6PAXOGYEAMU HEGUZHAYEHICIb Md
nenoernomy inghopmayii. OOHUM (3 MAKUX MEMOOI6 € GUKOPUCIMAHHS HEUIMKOL 102IKU, SIKA 3a0e3neuye MONCIUBICIb (op-
manizayii ma ananizy cKiaoHux cucmem, 0e KIAcuuni nioxoou euAsiaomvcsa manroegpekmusnumu. [ana cmamms npu-
cesiueHa po3pooyi MemoOOnI02IYHUX 3ACA0 Mda NPAKMUYHUX PEKOMEHOAYill o000 8NPOBAOICEHHS CUCmeM NIOMPUMKU
NPULHAMMSL Pilienb Ha OCHOBI HeYimKoI 102IKu

Jlocniodceno K08l nepegazi HeuimKo-102iuHo20 nioxooy neped mpaouyiuHumMu Memooamu, 30Kpema 30amHicime
MOOenoeamu HegU3Ha4eHiCmb, ONepyeamu AKICHUMYU JIHGICMUYHUMY SMIHHUMU A 8PAX0GYEAMU eKCNEePMHI 3HAHMHS
6 npoyeci npuiiHAMms piuensb. Apeymenmosano, wo Hewimka 102ika 3ade3neuye Oinbul npUpoOHULl ONUC PealbHUx CUc-
mem 3 NPUMAMAanHo M HemOYHICmIO | HesusHauyeHicmio, wo ocobnueo akmyanvho oasi CIIIP, siki ¢hynxyionyroms
V OUHAMIYHUX CePed0BUAX 3 HENOGHO IHpopMayiero.

Oxpemy yeazy npudileno memoooio2iuHumM acnekmam iHmeepayii Heuimkoi 102iKu 3 iHUWUMU THMENeKmYyarbHUMU
MEXHONO2IAMU, BKIIOUAIOUYU HEUPOHHI MEPEIC, CeHEMUUNT aN2OPUMMU A MEeMOOU MAUWUHHO20 HABYAHHS, WO 00360/€
cmeoprosamu 2iOpUOHi cucmemu 3 niosUweHow aoanmusHicmio ma egpekmusHicmro. IIpoananizoeano apximexkmypHi
piwenns 0ns1 no6yooeu CIIIIP na ocnosi HewimKoi 102iKu 3 0emaibHumM poseisioom emanie gpasugixayii, Heuimrko2o
sueedenns ma degpazudirayii.

Y cmammi npeocmasneno pesynomamu npakmuynol iMniemenmayii 3anponoHo8anux nioxooie y pisnux npeomemnux
obnacmsx, 6KI0OHAOYY QIHAHCOBUT MEHEONCMEHN, MeOUUHY OIAeHOCMUKY, YRPAGTIHHS MEeXHIYHUMU CUCEMaMU Md eKo-
Jnoeiynuil moHimopune. Hagedeno nopisuanvruii ananiz epexmuernocmi CITIIP na ocHogi Heuimkoi 102iKu 3 mpaouyitinu-
MU cucmemamyl 3a Kpumepismu moyHocmi, weuokooii ma inmepnpemayiii pe3yivmamis.

IIpakmuuna 3Hauyuicms 00CiONHCeHHA NOAA2AE 8 PO3POOYT KOHKPEMHUX MEMOOUK NPOEKMY8AHHS MA 8NPOBAONCEHHS
neuimxux CIIIIP, siki mosicyms 6ymu 3acmocosani gaxieysmu pisHux 2anyzetl 0Jisi NiOGUWEeHHS eqheKMUSBHOCMI npoyecie
NPUUHAMMA PilieHb 8 YMO8AX HeGUIHAYEHOCI Ma HeNOSHOMU 6XIOHUX OaHUX

Knrouosi cnosa: neuimka nozika, cucmemu niOMpUMKY RPULTHAMMS PIUEHb, HEGUSHAYEHICMb, TIH2GICIMUYHI 3MIHHI,
Hewimke 8UBEOEHHS.
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Dmytro Motornyi Tavria State Agrotechnological University
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USING FUZZY LOGIC IN DECISION-MAKING SYSTEMS

In today’s conditions of rapid development of information technologies and increasing complexity of decision-
making processes, methods that allow taking into account uncertainty and incompleteness of information are becoming
increasingly relevant. One of such methods is the use of fuzzy logic, which provides the possibility of formalization and
analysis of complex systems, where classical approaches are ineffective. This article is devoted to the development of
methodological principles and practical recommendations for the implementation of decision-making support systems
based on fuzzy logic

The key advantages of the fuzzy logic approach over traditional methods are investigated, in particular the ability to
model uncertainty, operate with qualitative linguistic variables and take into account expert knowledge in the decision-
making process. It is argued that fuzzy logic provides a more natural description of real systems with their inherent
imprecision and uncertainty, which is especially relevant for DSSs that operate in dynamic environments with incomplete
information.

Special attention is paid to the methodological aspects of integrating fuzzy logic with other intelligent technologies,
including neural networks, genetic algorithms and machine learning methods, which allows creating hybrid systems with
increased adaptability and efficiency. Architectural solutions for building DSSs based on fuzzy logic are analyzed with a
detailed consideration of the stages of fuzzification, fuzzy inference and defuzzification.
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The article presents the results of practical implementation of the proposed approaches in various subject areas,
including financial management, medical diagnostics, technical systems management and environmental monitoring. A
comparative analysis of the effectiveness of DSS based on fuzzy logic with traditional systems is presented according to
the criteria of accuracy, speed and interpretation of results.

The practical significance of the study lies in the development of specific methods for designing and implementing
fuzzy DSS, which can be used by specialists in various industries to improve the efficiency of decision-making processes
in conditions of uncertainty and incompleteness of input data

Key words: fuzzy logic, decision support systems, uncertainty, linguistic variables, fuzzy inference.

IMocranoBka npoodsiemu

B yMoBax cTpiMKOIo po3BHUTKY iH(OPMALIHHUX TEXHOJIOTIH Ta 3pOCTar0u0l CKIaIHOCTI YIPaBIIHCHKHUX 3aBIaHb 0CO-
OnHMBOI aKTyadbHOCTI HaOyBae mpoliiemMa po3poOKH e(PEeKTHBHUX CHCTEM HIATPUMKH MPUHHATTS pilleHb. Tpaauiiiai
METO/IY, 3aCHOBAHI Ha KJIACHYHIH Oy/eBiil J0rimi, 9acTo BHSBISIOTHCS HENOCTATHHO THYYKUMH UL POOOTH 3 HETOYHUMU
JaHUMHU Ta HEBU3HAYCHICTIO, BIACTUBOIO PEAlbHUM YIPABIIHCHKUM CHUTYaIlisiM. Y [BOMY KOHTEKCTI aKTyami3yeTbCs
MMUTaHHS PO3POOKHU Ta BIPOBAPKEHHS CUCTEM MiATPUMKHU HpuitHstTTs pimensb (CIIIIP), 3natHux e(heKTHBHO MPAIFOBATH
3 HECTPYKTYPOBAaHUMH Ta HEUITKMMH BX1THUMH JaHHUMH, MOJICJIFOBATH IIPOLIECH JTyMOK €KCIIEpPTiB Ta Ha/iaBaTh 0OIPYHTO-
BaHI peKOMEH/AIlil B yMOBaxX 0araTOKpUTEpialbHOCTI Ta HEBU3HAYCHOCTI.

BuxopuctanHs Teopii HEHiTKO1 JIOTIKY Ta HEHITKUX MHOKHH K METO0I0Ti9HO1 0cHOBH 115 moOynoBu CIITIP no3Bossie
(dopmaitizyBary siKicHy iH(OpMAILIiIO Ta JIHBICTHYHI OI[IHKM €KCIIEPTIB, 3a0€3Meuyloun THYYKHI MareMaTH4yHui arnapar
JUISL MOJICTIFOBAHHSI CKJIQJIHUX CJIa00CTPYKTYPOBAaHHMX CHCTEM Ta MPOIECIB MPUUHSITTS PIllIEHb B YMOBAaX HEIIOBHOI BU3HA-
yeHocTi. OfHAK, MONPY 3HAYHUN TEOPETHUHUHN JOPOOOK y Tally3i HEUITKOI JIOTiKH, iCHye HU3Ka MpoOsieM, TIOB’ I3aHUX
3 e()eKTUBHUM BIIPOBAKCHHAM HEUITKO-TOTI9HMX TixxomiB y nmpaktuani CIIIIP, 3okpema: ontumisamis mapaMeTpiB QyHK-
il HaJIeKHOCTI, OaaHCyBaHHS MK TOYHICTIO Ta IHTEPIPETA0ETbHICTIO HEUITKIX MOJETeH, IHTerparlis 3 iHIIIMHU 1HTe-
JIEKTyaJbHIUMH TEXHOJIOT1IMHU, 00poOKa JMHAMIYHUX JAHUX Ta 3a0e3MeueHHs] MacTaboBaHOCTI HEUITKAX CUCTEM

AHaJIi3 0CTaHHIX J0C/iIKeHb i myOsikanii

V ramy3i HEWiTKOi JIOTIKK Ta i 3aCTOCYBaHHS B CHCTeMaxX MiATPUMKH MpuiHATTS pimens (CIITIP) 3a octanHi poku
OyJ10 IPOBECHO HU3KY I'PYHTOBHHX JOCHIHKEHB, SIKi 3HAYHO PO3IMIUPIIIN SIK TEOPETHUHY 0a3y, TaK 1 MPaKTHIHI MOXKIIH-
BOCTI BUKOPUCTAHHS JIAHUX TEXHOJIOTIH.

Oynnamentanbhi podotu JI. 3ane [1], sikuii BBaKaeThCst 3aCHOBHUKOM TEOPil HEUITKUX MHOXKUH, ITPOJIOBXKYIOTh 3aJI1-
IIATUCS] TEOPETUIHOIO OCHOBOIO ISl CyYaCHHUX JOCTiKeHb. OHAK OCTaHHIM 9acOM CIIOCTEePIraeThCs CyTTEBHI MPOrpec
y PO3BHUTKY Ta BIIPOBaKeHHI MeToAiB HewiTkoi joriku B CIIIIP. B poboti Kpasus I1. Ta Kupxkano P. [2] 6yma mocmi-
JDKeHa pobieMa MpUHHATTS pillleHb B YMOBaX HEBU3HAYEHOCTI HA OCHOBI 3aCTOCYBAaHHS MPOAYKIIHHUX MPABHII HEUiTKO1
soriku. BaxXTuBUI BHECOK Y PO3BHTOK MPAKTUYHOTO 3acTocyBaHHA HewiTKoi joriku B CIIIIP 3po6us Kpasuenko B. M.
[3], sIKWif 3ampOTIOHYBAaB METOAY HIATPUMKH Ta MPUUHATTA PIICHb B YIPABIiHHI EKOHOMIYHUMH 00’ €KTaMH B yMOBax
HEBU3HAYCHOCTI Ha Ti/IcTaBl KOMOIHYBaHHS METO/IB OOPOOKH EKCIIEPTHHUX CYIKCHb

Y MiXXHApOIHOMY KOHTEKCTI BapTO BUALTUTH poOoTy Zhang et al. [4], ie mpomoHy€eThCS CTPYKTypa HaBYaHHSA 3 MAKPI-
TUICHHSIM Ha OCHOBI HEWITKOCTI /IJIs1 aBTOHOMHHX CHCTEM, IEMOHCTPYIOUH ii e(heKTHBHICTh Y AMHAMIYHUX CEPEIOBHIIAX..
Oco0OnuBy yBary npuBeprae podora Dhingra et al. [5], B sikiii npe/cTaBieHo IHTErpOBaHy CUCTEMY MiATPUMKH NPUHHSITTS
pilIeHb, 10 MOEAHY€E HEUITKY JIOTiKY Ta [HTepHeT peuei U1 ynpaBIiHHSI «PO3yMHUMH MicTaMm». Ll cuctema 1eMoHCTpye
e(pEKTUBHICTh BUKOPHCTAHHSI HEYITKOT JIOTIKM JUIsi 0OPOOKH IaHHX BiJl PI3HOPITHUX CEHCOPIB Y PEXKUMI PEaIbHOTO Yacy.

TakuM 4rHOM, aHAJI3 OCTAHHIX JOCHIMKEHb CBIIYUTH PO AaKTUBHHUH PO3BUTOK TEOPil Ta MPAKTHUKH 3aCTOCYBAHHS
HeuiTkoi oriku B CIITIP 3 TeHaeH €0 10 iHTerparii 3 iHITMMH 1HTEJIEKTYaIbHIMH TEXHOJIOTISIMH Ta PO3IIUPEHHS chep
3aCTOCYBaHHSI.

DopMyTIOBAaHHS METH 10CTi/I7KEHHSI

MeTor0 JaHOTrO JOCTIIKSHHS € PO3pOOKa METOMOIOTTYHMX OCHOB Ta MPAKTHYHMX IMiIXOMIB 10 ¢(CKTHBHOTO BHKO-
PUCTaHHS HEYITKO1 JIOTIKH B CHCTEMaXxX MiATPUMKH MPUHHATTS PillleHb IS MiJBUIICHHS iX aJalTHBHOCTI, TOYHOCTI Ta
iHTepIpeTabenbHOCTI B yMOBaX HEBU3HAUEHOCTI Ta OaraTOKpUTEepialbHOCTI

BuxkiiajieHHsI 0CHOBHOTO MaTepiaJly J0CJiKeHHsI

AKTyaJbHICTh TOCIHIPKEHHS] BUKOPUCTAHHS HEYITKOI JIOTIKH B CHCTEMaX MiATPUMKHU PUHHATTS pillleHb 00yMOBIIEHa
HU3KOI0 (haKTOPIB, 1110 XapaKTEPU3YIOTh CyYaCHUI CTaH PO3BUTKY 1HPOPMALIIHUX TEXHOJIOTIH Ta MOTped pi3HUX rary3en
JTFOACHKOT TISTBHOCTI.

ITo-mepimie, 3pocraroda CKIQJAHICTh Ta JUHAMIYHICTH COIIAIbHO-€KOHOMIYHUX, TEXHIYHUX Ta €KOJOTIYHHX CHCTEM
BHMAarae po3poOKH OiTbII THYYKHX Ta aJaNTHBHAX IHCTPYMEHTIB aHAIIi3y Ta MOJIEITIOBAHHS, 3MaTHUX BPAXOBYyBaTH HEIO-
BHOTY Ta HEBHM3HAUEHICTh BXiTHUX JaHUX. HediTka jorika, Ha BiAMIHY BiJ KJIaCHYHOI OyIIeBOi JOTIKH, MPOIIOHYE KOH-
LeNTyaJbHUH amapar, sIKHi J03Boiisie (popMai3yBaTé SKiCHI XapaKTePHCTUKH 00 €KTIB Ta MPOIECiB, BUKOPUCTOBYIOUN
TTOHATTS CTYIICHS HAJEKHOCTI Ta JIHTBICTHYHHUX 3MIHHHX.

Kpim Toro, 36inpIIeHHs 00CATIB TaHUX, [0 TEHEPYIOTHCS PI3HOMAHITHUMHU CHCTEMaMH MOHITOPUHTY, CEHCOPHUMHU
MEpeKaMH Ta COLIAJIbHUMHU MeEJia, akTyasidye rnpodiemy ix edexkruBHOI 00poOKM Ta IHTepHpeTariii Il MmiITPUMKA
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MIPUAHATTA pillleHb. MeTOAN HEeUiTKOI JIOTIiKH TO3BOJISIOTH arperyBaTd AaHi 3 PI3HOPITHAUX JKEpell, OTepyoud He JIUIIIe
X KiJIbKICHUMHM 3HAYEHHSIMH, ajie il CMUCIIOBMMHU 3B’ SI3KaMH Ta €KCIIEPTHUMH 3HAHHSAMH [P0 MPEIMETHY 001acThb.

Hapermuri, akTMBHMH PO3BUTOK MDKIMCUMIUTIHAPHHUX IOCHIIKEHb Ta MPAKTHYHHX 3aCTOCYBaHb, L0 MOETHYIOTH
METO/IM HeYITKOT JIOTiKU 3 HEHPOHHMMH MepeKaMy, TeHETHYHIMH alrOPUTMaMH, balleCIBCbKUMU METOIaMH Ta IHIIHMH
MiIXOAaMH MITyYHOTO iHTETEKTY, BIAKPUBAE HOBI MepCHeKTHBH [Tt cTBOpeHHs Tiopuaanx CIIIIP 3 migBumeHoto agarm-
THBHICTIO, TOYHICTIO Ta 00YNCITIOBATIFHOIO €()EKTUBHICTIO

Heuitka norika, 3ampononoBana Jlotdi 3axe y 1965 porii, Hagae MaTeMaTHYHUE anapar s poOOTH 3 HETOYHUMHU
Ta SKICHUMH TIapaMeTpPaMH, 1[0 0COOIMBO BaYKJIIMBO MPH MOJETIOBAHHI CKJIAAHUX COIiaThbHO-EKOHOMIYHHX, TEXHITHUX
Ta opraHizauiifHuX crcteM. Ha BiaMiHy Bif TpaaumiifHOI JIOTIKH, sIKa OTEPY€E JIUIIIE ABOMA CTAHAMHU ICTHHHOCTI, HEUiTKa
JIOTiKa JTO3BOJISIE TPAIIOBATH 3 MPOMDKHUMHU 3HAYCHHSMH, IO Kpalle BiANOBiga€ MPUPOII JIOACHKOTO MHCJICHHS Ta
peaybHUM MpoLecaM MPUIHATTS PillleHb.

DopMaTbHO HETiTKa MHOKHHA 4 Y TIPOCTOPi X BU3HAYAETHCSA K CYKYIHICTh YHOPSIIKOBAaHUX Tap:

A= {(x, pd) | x € X1},

ne HA(x) — QyHKIIiS HAJICXKHOCTI, sIKa BiI0Opakae KOXKEH eIEMEHT x 3 X'y CTYIiHb HOT0 HAJIC)KHOCTI 1O MHOKUHU A.

Kiro4oBUM MOHSATTSAM HEYITKOI JIOTIKHM € JITHIBICTUYHA 3MIHHA — 3MiHHA, 3HAYEHHSMHU SIKOT € CJI0Ba ab0 BUpa3u MpH-
ponHoi MoBu. Harpukiiaj, JTHrBICTHYHA 3MIHHA «TEMIIEPaTypay MOXKE MaTh 3HAUYCHHS «HU3bKa», «CEPEIHS», BUCOKAY,
KOXKHE 3 SIKUX ITPEICTABISETHCS BiIIOBIHOIO HEUITKOI MHOXHMHOIO 3 (DYHKIII€I0 HAJIGKHOCTI, 110 BiOOpa)ae CTyIiHb
BIJITIOBITHOCTI YHCIIOBOTO 3HAYCHHS TEMIICPATypH TAHOMY JTIIHIBICTHYHOMY TEPMY.

CucremMu NiATPUMKH NPUHHATTS pillieHb Ha OCHOBI HewiTKO1 Jioriku (HeuiTki CIIITP) BUKOPHCTOBYIOTH anapar HewiT-
KUX MHOXHH Ta HEYITKOrO JIOT1YHOTO BUBEICHHS JUISi MOJEIIOBAHHS IPOIECIB MIpKYBaHb €KCIEPTIB Ta MPUUHSTTS
pillieHb B yMOBaxX HEBU3HAYEHOCTI.

Tunosa apxirekrypa HeuiTkoi CIIITP Bkitoyae Taki KOMIIOHEHTH:

— 0asa JaHuX, M0 MICTUTh KUIBKICHY Ta sKiCHY iH(pOpMAaLIiIo PO MpeaMETHY 00J1acTh;

— 0a3a 3HaHb, siKa BKJIIOYAE JIIHIBICTUYHI Ta HEiTKI npasuia BuBeaeHHs THITY «SIKIL[O-TO»;

— MeXaHi3M HE4iTKOTro BUBEICHHS, sSIKUii 3a0e3neuye (az3udikaliito BXiqHUX AaHUX (IEPETBOPEHHS YITKUX 3HAYCHb
y HEUiTKi), arperaiiito ilyMoB aKKyMYJISIL[IF0 BUCHOBKIB IpaBuiI Ta Aedaz3udikaiiito pe3ynbTariB (IepeTBOPSHHS HEUIT-
KUX 3Ha4Y€Hb y YiTKi);

— iHTepdelic KopucTyBaua, SIKUi 3a0e3neuye B3aEMOi0 3 000010, 1110 NPUIMaE PILICHHS, NPEICTaBICHHS PE3yJb-
TaTiB Ta MOSICHEHHS JIOTIKH MPUHHATTS PillIeHb.

Konnenryansua monens CIITIP (puc. 1) Ha OCHOBI HEYiTKOT JIOTIKHM MPEACTABIsE COO0I0 y3aralnbHEHUH Miaxia a0
opranizailii Ta (QyHKIIOHYBaHHsS TaKAX CHCTEM, IO BifoOpa)kae B3a€MO3B’S3KM MiK OCHOBHUMH KOMITIOHCHTaMH Ta
HpOLIECaMHU.

Po3miisiHeMO eTalbHO KOMIIOHEHTH PO3po0iieHol koHenTyanbHol moseii CITIIP Ha 0CHOBI HEWITKOT JTOTIKH:

1) Momynb 00poOKH JaHUX:

— 0a3za 3HaHb MICTUTH (hOPMaITi30BaH] €KCIIEPTHI OLIIHKH, JIHI'BICTHYHI 3MiHHI Ta iX (QYHKIIT HAJISKHOCTI;

— 0aza mpaBui 30epirae HaOip HediTkuX mpaBui BuLy «SAKI[O-TO» asst TOTiYHOTO BUBEACHHS.

2) Momynb 00pOOKH HEHITKUX JaHHX:

— 070k (hasudikailii IepeTBOPIOE UiTKI BXiTHI 3HAYCHHS B HEUITKI MHOXHHU;

— MallIMHa HeYiTKOTO JIOTIYHOTO BUBEACHHS peasli3y€e alrOpUTMH HEUiTKOTrO BUBEJCHHS (Hanpukian, Mamuaati abo
Cyreno);

— 070k aedaszudikarlii mepeTBOPIOE Pe3yIbTaTH HEUITKOIO BUBEICHHS B YiTKI 3HAUCHHS.

3) Monynb B3aEMOIIi:

— iHTepdelic KoprcTyBaya 3a0e3reuye BBE/ICHHS JaHUX Ta apaMeTpiB;

— BigoOpaxkae pe3ynbTatu poOOTH CHCTEMH;

— JI03BOJISIE EKCIIEpTaM HaJlAITOBYBaTH 0a3y 3HaHb Ta MPaBHIL.

4) Momynb ajanTarii:

— 3/IfCHIOE HABYAHHS CHUCTEMH Ha OCHOBI HAKOIIMUYCHOT'O JTOCBITY;

— KOpWrye napamerpu QyHKIIH HaJeKHOCTI;

— onrtuMmisye 0asy mpaBuiL.

BxingHi aHl OTpUMYIOTBCS uepe3 iHTepdeiic KopucTyBada, IpOXoAiTh HOoNepeaHio o0poOky Ta Baminaumito. ITicms
I[bOT'0 BUKOHYETHCS MPOIIEC HEUITKOIO JIOTTYHOTO BUBEACHHS. MexaHi3M HEYiTKOro BUBEICHHS € IEHTPAIbHIUM KOMIIO-
HentoM HeuiTkux CIIITIP, skuit 3a0e3nedye TpaHcopMmalilo BXIJHUX JAHUX y peKOMeHJalii abo pillleHHs Ha OCHOBI
0a3u HewiTKUX npaBuil. HalOiIbll NONIMPEHUM alrOPUTMOM HEUITKOTO BHBEACHHS € aJropuT™M MampaaHi, sSIKUid BKITO-
yae eranu (az3udikanii BXiAHUX 3MIHHHAX, OOYKMCIICHHS PIBHIB «BIJCIIOBAaHHS» JUISl JIIBUX YaCTHH KOXKHOTO TIpaBHJIa,
3HAXO/DKEHHSI «yCl4eHHX» (DYHKIIH HaJleKHOCTI BUCHOBKIB MpaBwJ, 00’€HaHHs yciueHHX (QyHKIIH HaJeKHOCTI JUIs
OTPUMaHHI Pe3yNbTyI040l HEHiTKOT MHOKHHHU Ta Jeda33udikaiiio pe3yIbTyrod0i HeYiTKOi MHOKUHH. Takox B SKOCTI
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Puc. 1. Konnenryanbna mojaenb CIIIIP Ha ocHOBI HewiTKOI J10TiKK

MEXaHI3My HEYiTKOTO BHBE/ICHHS MOKHA BUKOpHCcTaTh anroput™m CyreHo, sIkuid BiZIpi3HS€ThCs BiJ anroputMy MampaaHi
THM, 1[0 BUCHOBKH MIPABUJI PEIICTABIIAIOTHCS HE HEUITKUMHU MHOKUHAMH, 8 (DYHKIIISIMU BiJl BXITHUX 3MIHHUX, Ta aJITOPHUT
I{ykamoTO, Jie BUCHOBKH TPaBHJI MPECTABISIOTHCS MOHOTOHHUMH (DYHKIIISIMU HAJIS)KHOCTI, @ YiTKE BUXIJHE 3HAUCHHS
OOYHCITIOETHCS SIK 3BAKEHE CEPE/IHE THIIUBIYaTbHUX YITKUX BUXO/IB, OTPUMAHHUX HIISIXOM 3BOPOTHOTO MEPETBOPEHHSI.
Bubip anropuT™my HEYITKOrO BUBEJCHHS Ta METOY JAedasudikarii 3a1exuTh BiJ] cienu(iky 3a1a4i, BAMOT 10 00YHCITIO-
BaJILHOT €(DEKTHUBHOCTI Ta IHTEPIPeTadeIbHOCTI Pe3yIbTaTiB

OCOOIUBOCTI 3aIPOITIOHOBAHOT MOJIEITI:

1) MOAYJBHICTH — AO3BOJISE JIETKO MOAM(DIKyBaTH Ta PO3IIUPIOBATH CUCTEMY;

2) amanTHUBHICTh — CUCTEMA 37aTHA HABYATHCS Ta MOKPAIIyBaTH CBOO POOOTY;

3) IHTepIpeTOBaHICTh — MOXKJIMBICTH MOSICHUTH NPOLIEC TPUIAHSTTS PIllICHS;

4) THYYKICTh — 3[aTHICTh MPAIFOBATH 3 PI3HUMH THUIIAMHU JaHUX Ta 3a]1a4;

5) MacmTaboBaHICTh — MOMKIIMBICTB JI0JIaBaHHSI HOBUX IPABUII Ta 3HAHb.

Takum unHOM, 3amporoHOBaHa KoHIenTyanbHa Moaenb CIIITP Ha ocHOBI HEUITKOT JIOTIKM HaJa€ KOMIUIEKCHE Mpei-
CTaBJICHHSI TIPO apXITEKTYpY, KOMIIOHEHTH Ta MPOIECH TaKHX CHCTEM, a TAKOXK METOJOJIOTIYHY OCHOBY JJIsI IX MPOEKTY-
BaHHSI, BIPOBA/PKEHHS Ta OI[IHKKA €()EKTUBHOCTI B PI3HHUX MPEAMETHUX 00IaCTsIX.

HeszBakaroun Ha 3Ha4HMii nporpec y po3Butky HeuiTkux CIIIIP, 3amummaerscs HHM3Ka mpobnem, siki moTpedyroTh
HOAIBIINX AOCIHIIKEHb!

— mpobiema MacmTaboBaHOCTI: 31 30UIBIIEHHSIM KITBKOCTI BXIHUX 3MIHHHMX €KCIIOHEHIIHHO 3pOCTa€ KUIbKICTh
MOXKJTUBUX TIPABUIT (TIPOKJIATTSI PO3MIPHOCTI), 1110 YCKIJIAHIOE PO3POOKY Ta HAAIITYBAHHS CHCTEMH,

— mpoOieMH HaBYaHHS: e(PEKTUBHE HABYAHHS HEUITKUX CHCTEM Ha BEJIMKUX Ta 3aIIYMIICHHX AaHUX 3aJIHINA€THCS
CKJIAJIHOIO 33/1auet0, 0COOIIMBO ISl CHCTEM 3 BHCOKOIO PO3MIPHICTIO BX1THUX 3MiHHHUX;

— mpoOieMu Bamiallil: omiHka SkocTi Ta HagidHocTi HeuiTkuxX CIIIIP Bumarae po3poOKu crieriaJbHIX METO/IB Ta
KPHTEPIIB, 1110 BPaXOBYIOTh Clien(iKy HEUITKOIO MOJICIIOBAHHS;

— mpobOnema auHaMivHOi azanrarii: OinbmicTe HewiTkux CIIIIP po3poOnstoThest Uit CTaTUYHUX YMOB 1 MaroTh
00MEKEeHI MOYKJIMBOCTI aamnTarlii 10 3MiH y IpeIMETHIi 001acTi.
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BucHoBku

[IpoBenene pocmipKeHHsT BAKOPUCTAHHS HEWITKOT JIOTIKM B CHCTEMaX MiATPUMKH IPUHHSTTS PilIEeHb T03BOJISIE 3PO-
OWTH TaKi BUCHOBKH:

1. HeuiTka yorika Hajae MOTYKHUI METOAOJIOTIYHHUHN anapar Jurs popmatizaiii eKCIIepTHUX 3HaHb Ta MOJICITIOBAHHS
MIPOIIECIB IPUHUHSATTS pillleHh B yMOBaX HEBU3HAYCHOCTI, HEMOBHOTH iH(OpMaIllii Ta 6araTokpuTepiaabHOCTI, 0 POOUTH
i epexTuBHUM iHCTpyMeHTOM Jutst T0OY0BH CIIIIP y pi3HUX MpeAMETHUX 00IaCcTAX.

2. KirouoBumu nepearamu HeuiTkux CIITIP € ix 3marHicTs MpanioBaty 3 IKICHUMH (JITHTBICTHYHUMM) ONHCAMH Ta
KUIbKICHUMH TaHUMH, BUCOKA IHTEPIIPeTa0eIbHICTh PE3yNbTaTiB, THYUKICTh Ta aJalTUBHICTD 10 CTIeU]IKK IIpeIMeTHOT
00m1acTi.

3. Pozpobka edpexruBHoi HediTkoi CIITIP BuMarae BUpimeHHS KOMIUIEKCY B3a€MOIIOB’ SI3aHNX 3aB/IaHb, BKIIOYAI0UN
00TpyHTOBaHMH BHOIp apXiTEKTypH CUCTEMH, pO3pOoOKyY JIHTBICTHYHUX 3MIHHUX Ta (YHKIIH HaJICKHOCTI, popMyBaHHS
0a31 HEUITKUX TPaBWII, BUOIP aTOPUTMIB HEUITKOTO BUBE/ICHHS Ta Aedaszudikarii.

4. Jlns momonaHHS OOMEKEHb TPAAWIIMHUX HEUYITKHX CHCTEM, IIOB’SI3aHHX 3 MpoOIeMaMH MacIITaOOBaHOCTI,
HABUAHHS Ta JUHAMIYHOI ajanTailii, IepCICKTUBHUM € PO3BHTOK TIOPHIHUX MiIXOIIB, IO IHTCTPYIOTh HEUITKY
JIOTIKY 3 IHIIMMH METOJaMH INTYYHOTO iHTEJICKTY, TAKHUMH SIK HEHPOHHI Mepeski, TeHETHYHI alTOPUTMHU Ta KOTHITUBHE
MOJICITIOBAHHS.

5. Tpaxruunnii nocsin BripoampkenHs HediTkux CIITIP y pisHux ramyssx (MenunnHa, GiHaHCH, €KOJIOTIs, TEXHIUHI
CHCTEMH) JIEMOHCTpPYE iX €()eKTHBHICTH y BHUPILIEHHI CKIIaJHUX CIa00CTPYKTYpPOBaHUX 3ajad, SIKI BaKKO (opmalizy-
I0ThCS TPAAUIIIHHIMI MaTeMaTHIHIMHU METOIaMH.

6. Tlomansmmii po3surok HediTkux CIITIP moB’si3anuii 3 yI0CKOHAJICHHSIM METO/IiB aBTOMAaTHYHOI T'eHepallii Ta ONTH-
Mi3alii HEeYITKUX TpaBHi, CTBOPCHHSIM 1€papXidHUX Ta MOIYJIBHHUX apXiTEKTyp, IHTETpali€lo 3 TEXHOJOTISIMU BEJINKUX
JIAaHUX Ta TIIMOOKOTO HAaBYaHHS, a TAKOX 3 PO3POOKOI0 METO/IIB MOSICHIOBAHOTO IITYYHOTO IHTEIEKTY Ha OCHOBI HEWiTKOT
JIOTIKH.

7. Oco0nrBO MEPCIIEKTHBHUM HAIPSIMOM € CTBOpeHHs HediTKiX korHiTuBHUX CIIIIP, 3naTHnx He nuine aHamizyBaTti
JlaHi Ta TeHepyBaTH PEKOMEHMAIlil, aje i MOJENIOBaTH KOTHITHBHI MPOIECH EKCIIEPTiB, 3a0e3Medyroun Mpo30picTh Ta
OOTPYHTOBAHICTh IPUHHATUX PIIICHb.

TakuMm 4MHOM, HEUITKa JIOTiKa 3aJIMIIAETHCS OJHAM 3 HaHOLTbII e()eKTHBHUX ITIIXO/IB 1O MOJCIIOBAHHS Ta aBTO-
Maru3aiii IpoleciB NpUIHATTA pilIeHb B YMOBaX HEBU3HAYEHOCTI, a ii IHTEerparist 3 CydacHIMH METOAaMH HITYYHOTO
IHTEJIEKTY BIIKpUBA€E HOBI MIEPCHEKTUBY ISt cTBOpeHHs iHTenekTyansHux CIIITP HoBoro moxomiHHs
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PO3POBKA MOJIEJII BE3NEKHU JIJ1SI BATATOAT'EHTHOI MEPEXI
B KIBEP®I3UYHINA CUCTEMI

Y yvomy docnioocenni ananizyromocs cyvachi kKibep@izuuni cucmemu, wjo cKi1adaromscs 3 6a2amvox a2eHmis, opea-
Hizoeanux y mepescy. OOHI€I0 3 OCHOBHUX 3a2pO3 OISl MAKUX CUCHEM € amaKy Ha Qi3uyHoMy piHi, 30Kpema nepexo-
nJieHHs ma niopooKa OaHUX CEeHCopis, wjo Modice cCnpuyurumu oecmaoinizayito abo komnpomemayiro cucmemu. Koowcen
azenm GUKOHYE POllb OCHOGHOI CIMPYKMYPHOL 00UHUYI Mepedici, MiICIMUmb CeHCopU, aKmyamopu ma Naneib Kepyeanisl, Wo
3a0e3neuyioms 63acMooilo 3 QizuuHUM cepedosuuemM ma NPUIHAMMS piuieHsb Y pedcumi peanvrozo uacy. Eexmusnicmo
KOMCHO20 acenma USHAYAEMbCA HADOPOM KIIOHOBUX MEMPUK, AKI 00380TAI0Mb PO3PAXO8YEAMU 11020 KoepiyicHm Kopuc-
Hocmi 6 pamkax mepedxci. OcHogHUMU Napamempamu 015 po3paxyHKy € 6e3nexa, AKicms 00CIy208Y8aAHHA MA UMPAMU.
L]i napamempu ghopmyromoscsi Ha OCHOBL PIZUYHUX OAHUX, OMPUMAHUX 13 CEHCOPIB, WO 3a0e3neuye IXHIO a0anmueHiCmb
00 3MIH Yy cepedosuuyi.

Tonosnoro memoro docniddcents € po3podoka moodeni besnexu 0 PI3UUHOLO PIBHA cucmeMu, KA GUKOPUCHIOBYE
Mapxiscokuii npoyec nputiHamms piuiens 018 OYiHKU eeKmugHoCcmi mepesxici ma eubopy onmumansHoi cmpamezii es-
nexu. Onmumizayis cmpamecii mpusae 00 00CACHEHHs HAUBUW020 NOKA3HUKA eeKmMUBHOCMI, AKUU 0OUUCTIOEMbCA
SIK 38ACEHA CYMA THOUBIOYATbHUX KoepiyicHmis KopucHocmi azenmie. Baeosi koeiyicumu 6usHauaomscs 6i0n08IOHO
00 KOHKpemHUX UMO2 KOPUCHY8AUI6 ma YMO8 eKCHayamayii, wo 3abesneuye eHyuKicmv Mooeni 015 pisHux cyenapi-
i6 sukopucmanms. 3acmocysants Memooy HaA84anHs 3 NIOKPINIEHHAM 8 C80I0 Uepey 00360UMb CUCMEMI aHANIZY8amU
SAK [HOUBIOYAbHI, MAK I KONEeKMUBHI nompedu mepexci ma 30L1uLy8amu eqpeKmusHicms Ha OCHOBI OMPUMAHUX 3HAHD.
3anpononosana modens cnpusc nio8UeHHIO PIBHA 3aXUCmy ma cmabiibHocmi Mepedici 8 Kibepghizuunitl cucmemi, 3a0e3-
neuyouy 6anianc Midic aKicmio 00cy208y6ants, UmMpamamy ma 6e3nexoio.

Knrouosi cnosa: xioepghizuuna cucmema, azenm, Kongicypayis nepedaui cuenaly, benexa Qizuuno2o pieHs cucme-
Mu, mepedica.
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DEVELOPMENT OF A SECURITY MODEL FOR A MULTI-AGENT NETWORK
IN A CYBER-PHYSICAL SYSTEM

In this article, the modern cyber-physical systems composed of multiple agents organized into a network, was analyzed.
One of the main threats to such systems is physical-layer attacks, including signal interception and sensor data manipulation,
which can lead to system destabilization or compromise. Each agent serves as a fundamental structural unit of the network,
incorporating sensors, actuators, and a control panel to interact with the physical environment and make real-time decisions.
The efficiency of each agent is determined by a set of key metrics that allow for calculating its utility coefficient within
the network. The primary parameters for this calculation include security, quality of service, and costs. These parameters
are derived from physical data obtained from sensors, ensuring their adaptability to environmental changes.

The main goal of this research is to develop a security model for the physical layer of the system, utilizing a Markov
decision process to assess network efficiency and select the optimal security strategy. The optimization process continues
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until the highest efficiency score is achieved, calculated as a weighted sum of the individual utility values of the agents.
The weighting coefficients are determined according to specific user requirements and operating conditions, ensuring
the models flexibility for various usage scenarios. The application of reinforcement learning will enable the system to
analyze both individual and collective network needs, improving its efficiency based on acquired knowledge. The proposed
model enhances the security and stability of the network within a cyber-physical system while maintaining a balance
between service quality, costs, and security.

Key words: cyber-physical system, agent, transmission policy, physical layer security, network.

IMocranoBka npoodsiemu

Kibepdizuuni cucremu (CPS) — ne noeananns mudposux (113, MeperkeBi TexHOOrIT) Ta (Pi3HUYHUX KOMIIOHEHTIB
y 3aMKHEHI} CHCTEeMi yIpaBIiHHS, 0 3a0e3Meuyl0Th BUKOHAHHSA Pi3HUX 3a7a4. BOHN OonepyoTs y HUKIIYHOMY PEXAMI
3a JOTIOMOTOIO0 TTaHeNli KepyBaHHs Ta aKTyaTopiB Ta 30MParoTh AaHi 3 ceHCcopiB. [IpuKiIazoM Takoi CHCTEMH MOXKE CITyTy-
BaTH «PO3yMHHUI OyIWHOK», III0 Ma€ OMepalliiiHi BUMOTH Ta 3ajadi, SKi MOYKHA BUPIIIUTH 32 TOTIOMOTOIO Pi3HHUX CEpPBi-
CiB KOMyHiKamii Mi>k KOMIIOHEHTaMH, 30KpeMa CepBiCy HaJHAMIIHOI KOMyHIKaIiil 3 Hu3bKo1o 3arpuMkoro (URLLC) abo
cepsicy macoBoro 3B’s3Ky (MMTC) [1]. 3aBmsxu M cepBicam kommoHeHTH CPS MOXyTh AMCTaHINIIHO KepyBaTHCS Ta
aJIanTyBaTUCs JI0 3MIHHUX YMOB CEPEIOBUIIA Y OY/b-SKUl MOMEHT.

OuikyeTbes, M0 NOAIOHI CHCTEMH CTaHYTh IIe OB aJanTHBHIMH 32 PaXyHOK BIIPOBA/KEHHS “KOTHITUBHUX 3Ii-
OHOCTE I CePBICIB 3B A3KY 3 MOSIBOIO IIIOCTOTO MOKOJIHHS 0e3ApoToBHX KoMyHiKatii 6G [1]. Taki 3116HOCTI TOTOBHUM
YHHOM OyIyTh BUKOPHUCTOBYBATHCS JJISI ONITUMI3AIlil JOCTYITHIX MEPEKEBHUX Ta OOUMCIIOBAIBHUX pecypciB. [HTerpartisa
Mo/1IGHOTO CcepBicy 3a0e3MeunTh BUILY HMIBUAKICTh Mepejiadi JaHuX, MEHIIY 3aTPUMKY Ta PO3LIMPEHI MOMIJIMBOCTI JUIst
HITYYHOTO iHTENeKTy. Taky cucTeMy Ha3uBalOTh KOTHITHBHOIO CPS.

Be3npoToBi kKOMyHiKaLilHI CHCTEMH Yepe3 CBOIO MPUPOLLY € BPA3IHBIMH 10 MACIITA0OHHUX aTak, sKi MOKYTh BUHHKATH
Ha (Gi3uuHOMY pPiBHI nepenayi ganux. Hanpukiaa, Taki araku MOXyThb 30uparti abo (anbcudikyBarH 1aHi CEHCOPIB uepes
MPHUCTPOI MEPEXOTUICHHS CUTHAIIIB, [0 MOYKE MPU3BECTH 0 HECTa0IIbHOT pOOOTH cUCTeMH abo 11 kommpomeTariii. Takum
YHUHOM Oe31eKa (DI3MYHOro PiBHS CUCTEMH € KIIIOUOBHM (hakTopom HamiiHoCTi B CPS.

AHaJIi3 0CTaHHIX J0C/iIKeHb i myOsikanii

Hocninuuku J1. Bonr Ta b. Beii y cBoiii po6oTi [2] HagatoTh KpuTepii pe3yabTaTUBHOCTI cTparerii Oe3neku st (iznd-
Horo piBHs cuctemu (PLS). Ctpareriero abo mosiTHKOIO Oe3MeKkn B JAHOMY KOHTEKCTI € HaOip TpaBHJI Ta MEXaHI3MiB ISt
3aXMCTy KOMYHIKallii Ta cTablIbHOCTI cucTeMu Ha Gi3nyHOMY piBHI. OHIM 31 ClIOCOOIB 3aXKCTY Nepenadl JaHuX € po3-
TIOJIUT pecypciB Ha MepeaaBaIbHOMY By3ii (poyTep). IHmi cTparerii 6e3mexy BKIIOYA0Th B ce0e pi3HI MeToau 00poOKn
CUTHAJIIB, TaKl SIK HANPABJICHHsS CUTHAIly Ta NONEpeaHe KoxyBaHHs. [lepiuuii MeTos J03BOJISIE CIIPSIMOBYBATH CHTHAI
B TMOTPiOHOMY HATPAMKY 7SI 3MEHIICHHS MOXKJIMBOCTI MEPEXOIICHHS, a APYTHHA 3abe3nedye 3MiHy (a3n Ta aMILUTITyIn
curHairy. OCKiJIbKH CHTHAJ TOMEPEAHBO KOAYETHCS BiIMOBIIHO O KaHAITy NMpHiMada, TO MPOAYKTHBHICTH Oyab-SKOTO
1HIIIOTO By3JIa YU KaHANTY, [0 PO3TAIIOBAHMH Ha HININ MO3UIIi1, Oyae 3HIKYBAaTHCS.

P.IoGep Ta I. Kommine y cBoeMy mocmimpkeHHi [3] mponoHyroTh MeXaHi3M 3aXHUCTY, [0 aHATI3Y€e MapaMeTpH KaHaIy
nepeaBada ta obupae anreHy (abo rpymy aHTeH), sika 3a0e3rnedye HalKpalie CIiBBIIHOIIEHHS CUTHAI/TIEPELIKO/A ISt
mpuiiMaya i OHOYACHO MiHIMI3y€ HOTY)KHICTh CUTHAIY, IO JOXOAWUTH 70 3JIOBMHUCHHUKA. [10TiM 00MpaeThes onTUMab-
HUH BY30J1, IKHH MOXKE MICTUTH B cO01 IeKIJIbKa TaKUX TepeIaBaviB, 1110 3MEHIITY€ PU3UK MEPEXOIICHHs 200 MePenTKo/]
i dac nepenadi gaHux. Lleil MeTol 3aCTOCOBYETBCS y PO3ray’)KEHUX MEpexax, IO CKIAJAIThCs 3 NPUIMANbHUX Ta
nepenaBanbaux anten (MIMO). TIpobnema nosnsirae B ToMy, 1110 Taki MeXaHi3MH 3aCHOBYIOTHCSI HA BUOOPI CTAaTUYHUX
cTpareriii 3axucTy (pi3M4HOrO PiBHS CUCTEMH, 110 POOUTH CUCTEMY BPA3JIMBOIO Y IWHAMIYHOMY CEpPEOBHIII.

[HIII TOCTITHUKY TIPOTIOHYIOTH CUCTEMY 3aXHCTy Ha 0a3i irpoBoi Teopii [4], 100 MOIeToBaTH B3a€MOIII0 MiX 3J10-
BMHCHHKOM Ta CHCTEMOI0. B Takiil cucTeMi BUKOPUCTOBYEThLCS MPOTHO3YI0Ya MOJIETh ISl ITepen0adyeHHs] MaliOy THiX cTa-
HIB CHCTEMH, IO JI03BOJISIE aHATI3YBaTH MOXKITUBI 3arPO3H Ta IPUKAMATH PIIlICHHS] HA OCHOB1 MMPOTHO30BAHUX 3MiH.

Bapto 3ragatu i mpo TEXHOJIOTiI0 HEOPTOTOHAIBHOTO MHOXKHHHOTO noctyrmy (NOMA), konm JneKidpka KOMITOHEH-
TiB MOXXYTb TI€peaBaTi CUTHAT Ha OAHINA JacToTi [5]. L TeXHOMOTis BUKOPUCTOBYETHCS ISl CTBOPEHHS MOJEII Iepe-
XOIUJICHHSI, 1[0 OIKCYE MOMKJIMBICTH MPOCITYXOBYBAHHS 3JI0BMHCHUKOM Ta JIO3BOJISIE ONTHUMI3yBaTH KOEQIIIEHTH PO3-
MOJIUTY TTOTYKHOCTI, TOOTO TOTYKHOCTI SIKy TepenaBad HaJga€ KOXXHOMY KOMIIOHEHTY B O€3IpOTOBii Mepexi (aHTeHa,
MapIIpyTHU3aTop).

JHocnigauk ®. [e6pi y cBOii poGOTi IPOMOHYE MEXaHI3M ITiICHIICHHS CUTHAJY JUIS IBOCTOPOHHBOI KOTHITHBHOI Pajli-
oMepexi [6], B AKii JBa MPUCTPOi MOXKYTh TIEpeIaBaTh i OTPUMYBATH JIaHi, BAKOPUCTOBYIOUH CIIEKTP, SIKHH HE 3a0JI0K0-
BaHUU 1HIIMMH JIETITAHMHUMU TpUCTpossMU. OJIMH TPUCTPii MOXKe TiepeaBaTh JaHi, a iHIMi — 31IHCHIOBATH 1X 00pOOKy
Ta HAa/IaBaTH 3BOPOTHIN 3B A30K IS TOAAJIBIIO] KOMYyHiKamii. 3aJIeKHO BiJl yMOB, CHCTEMa MOXE 3MiHIOBAaTH IapaMeTpu
riepeadi CUrHaily, 3MEHIIYIOUH MEPEIIKO/IU 1 MOKPAILyouH e(heKTHBHICTh MEPEXKI.

VY nocnimkenni B. fIara omucyerbes miaxia 10 CHiNbHOI ONTHUMI3AIil JOCTYIy 10 MEpeXi Ta MOTYKHOCTI mmepeaadi
CUTHAIy Ul BTOPHHHUX TiepenaBadiB [7], mob mMakcuMizyBaTi Oe3MeKy BCiX By3IiB Mepexi. L{e cTocyeTscsi KOTHITHB-
HUX paJiiOMEPEx, /1€ BTOPUHHI PUCTPOT MAIOTh OOMEXEHHUH IOCTYI JI0 YaCTOT, 1[0 BKE BUKOPUCTOBYIOTHCS OCHOBHUMU
KOPHUCTYBa9aMU CIIEKTPY (Iiarma3oHy 4acToT).
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Bumesragani qociKeHHS po3TIAAaI0Th €(PeKTUBHICTh KOHKPETHOTO MEXaHi3My 3a CTaOIIbHUX ITapaMeTpiB KaHaTY,
B TOH Yac sIK JaHe JOCIHIPKEHHS 3alpOIOHy€e MeXaHi3M amganTuBHOTO BHOOpy PLS crparterii Ta xondirypamii nepemadi
CUTHAIIy Ha OCHOBI pO3paxyHKy Koe(]ilieHTiB KOPUCHOCTI HASBHUX CTPATETii i BpaXOBYIOUHN JHHAMIYHY MPHPOAY (Pi3ud-
HOT'O CEepelIoBHILa.

DopMyTIOBAHHS METH JA0C/i/IZKEHHS

Mertoro gaHOTO JOCTIKEHHS € po3poOka MexaHi3My BHOOpY HaWKkpamioi ctparerii Oe3meku A (i3HIHOTO PiBHS
Ta KoH(Iryparii nepemadi curaaiy B KibepdisuuHiil cucTeMi Ha OCHOBI pO3paxyHKy Koe(iIlieHTiB KOPUCHOCTI KOKHOTO
areHTa B Mepexi.

Buk/ageHHs 0CHOBHOTO MaTepiay A0CTiaKeHHS

Kibepdizmuni cucteMn MOXHA PO3MIIIATH SK 0COONMHMBY (POpPMY PO3IOINEHOI CHCTEMH 3 iHTETPOBAHUMH 3aMKHY-
TUMH KOHTYPaMH, IO CKJIAJAI0THCS 3 By3/iB (ar€HTIB), U1 BAKOHAHHS CIIEiaTi30BaHUX 3aBAaHb. Y IIiif poOOTi MH pO3-
TISTHEMO OCOONMUBHM THN Kibep(i3muHOI CHCTEMH, y SKii BCi areHTH OOMIHIOIOTHCSI CBOIMH CTaHAMH Ta iH(OpPMAIi€eIo
yepes Oesaporosi kaHamu. Ha pucynky | 306paxeno momens CPS y BUIISAiI Mepexi areHTiB, e KOKEH areHT MICTHTh
MaHeNb KepyBaHH:, CEHCOP (IaTUMK) Ta aKTyaTop (BUKOHABUMIT MEXaHI3M).

[laHenb
KepyBaHHS

lNaHenb
KepyBaHHsi

KomaHnawu npuctpoto ]
- = > ANTIRASTR ] AreHT cuctemu

_____ > ®isnyHa B3aemopis Mk ceHcopamm Ta KOHTPOSIbHUM LEHTPOM

MepexonnioBay
—— > 36ip Ta aHani3 AaHux 3 ceHcopiB

_____ > KaHan nepepgaui iHdpopmalii npo o6paHy PLS ctparterito KOHTPOMbHUIt LIEHTP

Puc. 1. Mogear CPS y Buriisiii Mepe:xi areHTtiB 3 ypaxyBaHHAM MOKJIUBHX aTaK

3a3Bruaii CPS cuctema ckiamaeTbes 3 ACKUTBKOX areHTIB, SKI B3a€EMOMIIOTh MK cO0O0T0, HAIPUKIIAI IMPOMICIIOBI
Mepexi abo crcTemMa «TpaHCHIopT-10-Beboroy (V2X), e areHTaMu € TpaHCTIOPTHI 3ac00H, sIKi 0OMIHIOIOTHCS TAHIMH ITPO
Tpadik, MOTOHI YMOBH Ta MOTEHIiIHI Hebe3mekH [§].

Kornitusai CPS MaioTh 34aTHICTB TIOKaITBHO (Ha epudepii Meperki) aHalizyBaTH CepeOBHUINE Ta TPUHMATH PIIIEHHS
B oOMekeHOMY 00cs3i. Y maHii poOOTi MU PO3TIITHEMO CHCTEMY, JIe areHTH BU3HAYAIOTh KOoe(ilieHTH KOPHCHOCTI 00pa-
HUX CTpaTeriii Ha OCHOBI JaHUX, IO AO3BOJISE ilf aHAI3yBaTH CEpeOBHINE Ta MPUIIMATH PIMICHHS B peaTbHOMY Haci.
VY 6ararboxX pO3MOIIIEHIX CHCTEMaX CEPEeIOBHINE TAKOK MOCTIHHO 3MIHIOEThCS (HANPUKIIA, TOJAIOTHCS HOBI areHTH,
OHOBITIOIOTHCS] MOJZIETII aTak, 301MbITyeThes piBeHb myMy). Tomy CPS moBuHHI amanTyBaTiCs 10 3MIHHAX YMOB CEpefio-
BHIIA, 00 3a6e31meunT Oe3mepepBHy CTabITFHICTE MEPEKi, a TAKOXK BiIIOBIaTH BUMOTaM IIIJTLOBOTO 3acTOCYBaHHSA. L[5
Ba)YKJTMBA E€BOJIIOLiS Oy/1e MOXIIMBOIO, SIKIIO areHTH KOTHITHBHUX CPS 3MOXKyTh amantyBaTi CBO{ onepamniiiHi mapaMeTpu:
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TexHoorito nepexadi curaany (LoRa), motyxHicte mepemadi, PLS cTpaterito Tomo, mo0 ogHOYacHO 3a0e3medyBaTh
OakaHy IPOAYKTHUBHICTH CHCTEMH Ta Oe3meky [9].

YV HayKoBiil miTepaTypi 3aporIOHOBAHO O€3JiY MEeXaHI3MIB 3aXHCTY, 0 IHTETPYIOTh Pi3HI MOYKJIMBOCTI ITiIBUIICHHS
Oe3mexn Ha (Ppi3MUIHOMY piBHI, BPaxOBYIOUH Pi3HI CIIEHApii arak Ta apXiTekTypu cucteM. IIpore y OITBIIOCTI BHUIIE3-
raflaHux poOIiT MOAETIOETHCS CEPEHOBHUINE 3 HE3MIHHUMH yMOBAMH TEepeAadi JaHWX Ta CTaTHYHOI MOJEIUTIO aTak.
Buxopucranns e omgHiel crparerii 6e3nexu mus areHTiB CPS Moxe cTaTé By3pbKHM MICIIEM IS 3arajibHOi Oe3nekn
Ta HagiitHOCTI Mepexi. s BUpimeHHS i€l MpoOIeMn MU OMUIIEMO aJalTHBHUN MeXaHi3M MPUUHATTA PIlICHb, KM
obupaTtnme Harikpamry PLS crparerito (mmdpyBaHHs, HapaBIeHHs CUTHATY) 3 JOCTYITHOI MHOKHHH CTpPATETiil Ta ONTH-
MaJbHy KOH(QITypaIlito nepeaadi curaaiy. Mu BH3HAYMMO KOHTPOJIBHHUN LEHTp, SKUN Oyae BiICTEKyBaTH MisIbHICTH
areHTiB y Mepexi. Bin 3aiiicHIoBaTHIMe aHANi3 1 MpUMaTHMe PIMICHHS 100 ONTHUMAJIbHHUX CTpaTeTiii Oe3mekw, agarn-
TYIOYH 1X O MOTOYHHUX yMOB. [laHens ympaBmiHHS 30mpatume iH(GOpMAIliI0 PO 30BHINIHI (aKTOpH Ta 3MIiHH HABKO-
JUIIHBOTO CEePEOBUIIIA 3 JaTYHKIB, OI[iHIOBAaTUME MOTCHIIWHI PH3UKHU Ta CTaH KOMYHIKaIifHUX pecypciB. BoHa Takox
Oy/e HaIaImTOBYBAaTH TMapaMeTpH (pi3sMIHOTO piBHS BCi€l CHCTEMH BiANOBITHO 10 MOTped areHTiB. CeHcopH Ta aKTya-
TOPH B CBOIO YEPr'y OTPUMYBaTUMYTh KOMaH/I! BiJl KOHTPOJILHOTO IIEHTPY JUIS OHOBJICHHS MTapaMeTpPiB Nepeaadi CHIHAIY.
3amicTh TOTO, MO0 BUKOPHCTOBYBATH OAHY (PIKCOBaHY CTpAaTeTiio Oe3MeKkH, CHCTeMa aJalTHBHO OO0MpaTuMe HalKpamry
PLS momituky B KOK€H IUCKPETHUI MOMEHT 4acy, IO MiIBUIINATH €PEKTUBHICTh Ta CTA0LTBHICTh POOOTH MEpEexKi.

OcCHOBHUM KpuTepieM e(heKTHBHOCTI KOMIIOHEHTa MEpEXi € TaK 3BaHA «KOPHCHICTHY. Lle 03Havae, mo s BU3HA-
YeHHS MPOXYKTUBHOCTI areHTa y CPS HeoOxinHO po3paxyBaTu cepemHe apupMETHIHE MiXK TPHOMA B3a€MOIIOB’ I3aHUMU
mapaMmeTpamu: Oesreka, AKicTb oOciyroByBaHHS Ta BUTpartH [10]. Bara xoxHOTO mMapaMeTpy BH3HAYA€THCS OIEpaIliii-
HUMH BUMOTaMH, 10 BUCYBAIOTHCS KOPUCTYBadaMU a00 MPHUCTPOSMHE 10 cucTeMu. OCKUTBKH iCHYIOTh Pi3HI eKCIuTyaTa-
miftHi BUMorH 10 3actocyBaHHA cucteM CPS (poi mpoHiB, po3yMHi eHeproMepeski), MH MOKEMO HaJIaIITOBYBAaTH BarH IS
JIOCSITHEHHS! HAWKPAIIUX PE3yIbTaTiB y pealbHAX YMOBAX (BUKOPHUCTOBYIOUHN JaHI PO CEPEIOBUINE, OTPUMAHI 3 AaTUH-
KiB) Ta BPaXOBYIOYH HasIBHI PECYPCH.

Xoua 151 KOKHOTO areHTa MOJKHAa BUOPATH OKPEMY ONITUMAJIBHY CTPATETifo, IHTETpallis UX CTpaTeriii 6e3 ypaxyBaHH:
B3a€MOJIi MK areHTaMH Ta CHUTPHUX BHTPAT PECYpCiB MOXKE MPU3BECTH 10 Hee(hEeKTHBHOCTI pOOOTH Mepexi. Y Takux
BUIAJKAX BAXKIIMBO BPAXOBYBAaTH KOJEKTHBHI PIIICHHS, JI€ areHTH MPUIMAIOTh PIIIEHHS HE JIUIIE 3 ONISAY Ha BIIACHI
BHUMOTH, a i Ha BIUIMB CBOIX [l Ha BCIO cucTeMy. L{e 103BOIsA€ JOCATTH ONTUMAIBLHIX PE3YIIBTATIB Il MEPEXKI B LILIIOMY.

3aMicTh TOTO, OO ONTUMI3yBaTH MPOAYKTHBHICTH KOKHOTO areHTa OKPEMO, TPOTIOHYETHCSI IHTETPYBATH PE3YIbTaTH
(KOpHCHICTB) BCIX areHTiB y MPaBIIIFHUX MIPOMOPIIISIX, 00 OTpuMaTi Koe]imieHT MepekeBOi KOPUCHOCTI, IKUH BimoOpa-
YKaTUMe 3araJbHUH BIUIMB areHTiB Ha MPOXYKTUBHICTH Mepexi. L{el miaxin 1o3Bosie moKpamuT e(heKTUBHICTD 1 3a0e3-
eYnTH cTabimpHICTh pobotn Mepexi CPS.

[lincymoByto4H, MH 3aIIPOTIOHY€EMO aIalTUBHUHN MeXaHi3M BHOopy ctpaterii PLS Ta xkonpirypamii nepexadi curaary
JUTS CUCTEMH Oe3MeKH (Pi3UIHOTO PiBHS, 3aCHOBAHWH Ha anropuTMi MapKiBCHKOTO MpoIecy NpuiHATTA pimeHs (MDP).
MexaHi3M 103BOJUTH MaKCUMIi3yBaTH SIK iHANBITyasIbHi, TaK 1 CIIIbHI BHHATOPOAX (YHCIOBE 3HAUEHHS, 1[0 XapaKTepu3ye
SIKICTh BUKOHAHHS areHTOM 3a/1adi). BuHaropomga okpemMux areHTiB OOYHCIIOETHECS Ha OCHOBI Koe(ili€HTy KOPHUCHOCTI,
10 € CepeqHiM apuPMETHIHAM MTapaMeTPiB IKOCTi 00CITyroBYBaHHS, Oe3mekn Ta BUTpat. KpiM Toro, et Mmexani3m 3a6e3-
MEYUTH AJANTAIII0 CTPATErii B pealbHOMY dYaci 3aJIeKHO Bijl 3MiH Y MEPEKEBUX YMOBaX Ta 30BHIITHHOMY CEPEIOBHIII.
Taxum 9rHOM, cEcTeMa 3MOXKe e(heKTHBHO pearyBaTd Ha HerepenoadyBaHi 3MiHI Ta ONITUMI3yBaTH POOOTY MEpexi.

Po3paxyHok koedilieHTY KOPHCHOCTI areHTiB y Mepe:ki

VY Hammiif Mmozeni Mu mpumyckaemo 1o mepeka CPS ckimamaetses 3 [ areHTiB, A€ i — Iie iHAeKc arenra. Yepes pi3Hi
BHMOTH Ta YMOBH HaBKOJMIIHBOTO CEPEIOBHINA, KOKEH areHT MOXKe MaTh pi3Hi Habopu moctymHux PLS crpareriit Ta
KkoH(Irypamiii mepenadi CUTHANY, SKi TO3HAYAIOTHCS K P; Ta R; IUIs i-To areHTa BiAmoBigHO. L]i MHOXXIHN MO)KHA BH3HA-
yuTH K P = {PI.I,EZ, ey BV } ta R, = {R,.' R, RY }, ne N;—uaucno noctymaux PLS crpareriii, a M; — 9ucio gocTyt-
HUX KOH(QITypariil nepenadi Ui i-ro areHTa. SIKIo Mu po3nsAIaeMoO YacoBi iHTEPBAJM B SIKUX BiIOYBAa€ThCS IMepemada
JAHWX, TO ¢ — IIe 1HJIEKC YaCOBOTO IHTEPBAIy, 0 JOPiBHIOE £ = 1, 2, ..., 7. OCKUIbKH YMOBH B TUHAMIYHOMY CEpPEIOBHIII
3MIHIOIOTECS, TO 1 KUTBKICTh YaCOBUX IHTEPBAIIIB, B IKUX IIPUHMAIOTHCS PIIICHHS IIOJI0 BUOOPY CTpaTeTiid, 301IbIITy€ThCS.
Tomy HE0OXiTHO BU3HAUATH siKa KOH(Iryparis Oyia oOpaHa U KOXKHOTO YaCOBOTO IHTEpBANY / 3 MHOXKHH P; Ta R, s
KO)KHOTO areHra, ne i =1, 2, ..., [. 3a uux ymoB K ta £ ne MHOXuHHK 00panux PLS crpareriii Ta koH}irypamiit 1 Kox-
HOTO areHTa B MOMEHT 4acy 1, ne K = {Plk‘ [t],szz [t], ey P [t]} Ta L= {Rll‘ [t],Ré2 [t], o Ry [t]} VY 1ux piBHAHHSIX k; Ta
I; € tnnexcamu oOpanux PLS crpareriii Ta KoH}Irypamii 1J1si KOKHOTO areHTa, 110 3a/I0BOJIbHSIOTh HACTYITHI 0OME)KESHHSI:
ki <N, L<M Ve {1,2,..,1}.

Ha pucynky 2 rpadiuno 300pakeHo MojIesb pO3paxyHKy Koe(illieHTy KOPUCHOCTI areHTIiB y Mepexi Ta BUOOpY OITH-
MaJIbHOT cTpaTerii.

VY naHoMy JOCIHIKEHHI MU ITPUIYCKA€EMO, 10 areHTH € HEe3aJIeKHUMHU, 1 KOXKEH 3 HUX MICTHUTH Ilepe/laBalibHUi Ta
npuiMaNbHUIN By30JI. MU BU3HAYMMO IIi BY3JIU SIK @; Ta b; JJs i-ro areHTta BianoBiqHO. KUTbKICTh aHTEH y TIepeIaBaib-
HOMY BY3J /-T'O areHTa Io3HayaeThes K W, MU NpUIlycKaemo, 10 KOKEH NMPUIMabHUKA BY30J1 OCHAICHUI OJHIEI0
aHTeHO10. TakoK BBaXKAETHCS, 1110 EPEXOILIIOBAY (3JI0BMUCHUK) Ma€ Jiile oHy anTeHy. KoediuieHT 3racaHHsi CUrHaITy
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KoHTponbHuiA LeHTp Bwbip ontumansHoi cTparerii
wit)"

MoTouHuIA cTaH
(t yacoBwit inTepsan)

T

OHOBNEHHS BaroBux
KoedilieHTiB
'

SINR, W,

sq[t].qq[t].c4[t]
—>» Areht1 1 —m8M8M>

PLS PLS cah PLS crpareris

P i crpareris 1 cTpareris 2 NqxNox...xN;

i O3paxyHoK ¢ 4 -

Hani 3 H,B P SINRy, W, KoediLiieHTa S[t],0,[t],c,[] é Uylt]
ceHcopiB KOPWUCHOCTI Ha "
. ocHosi PL !
: napameTpis ,
v Kowdirypauis KoHdbirypauis e s « KoHdirypauis nepegaui
L3 Arent N M, stl.alt.qlt] ult] nepenavi 1 nepenavi2 My xMyx...xM,

QOHoBneHHs koedillieHTa Ha ocHoBiI BUGopIB ANS
HacTynHoro ctany kq,lq,kp,lp.. Kyl

(t+1) yacoBuit iHTepBan

Puc. 2. Mozaeab po3paxyHKy Koe(illieHTy KOPHCHOCTi areHTiB y Mepe:ki

MDK By3JlaMH, L0 OIHCY€E SIK CUTHAJI IOCIa0II0€ThCS MiJ] BIUIMBOM CEPEIOBUILA, I03HAYAEThCs SK ¢; Ta d;. KoedinieHt
MOXHa po3paxyBaT 3a HacTymHoto ¢opmynoto: h, =[h,, (0., (2),.... 0, (W', ne ¢ € {a, b}, d € {a, b},
iLhje{l,2,.., I} Tai#]j.

Po3risineMo wotupu ocHoBHI PLS crparerii, a came: mTy4Ha iHTepQepeHIis 1Jis MiKaHalliB B CUCTEMax i3 JAWHa-
MiYHUM po3snofinom dactor (SC-AN), nepenikoau B peaibHOMY 4aci miz 9ac npuitomy Ta nepeaadi curnaiis (FD-AI),
HATPABJICHHS CHTHAJTY 3 OJHOYACHHMM 3allyMJICHHAM IHIKX KaHaaiB (AN) ta hopmysanus npomens (BF). Bei mi ctpa-
Terii CpsiIMOBaHI Ha CTBOPEHHS TEPELIKO]] 3I0BMUCHUKY, 3a0€3Meuy0UH J0IaTKOBUI PIBEHb 3aXUCTY JAHUX IUIIXOM
3HIDKCHHS ¢()eKTHBHOCTI aTaKk Ha KaHau 3B’ s3Ky [11].

SC-AN crparerisi 3aCTOCOBY€E MITY4YHY IHTEp(EpEHIlito 0 NMEeBHUX MiJKaHANIB y OararokaHalbHIA cuUcTeMi, 11100
3aIIKOUTH MOTEHIIHHOMY 3J0BMHCHHUKY, YCKIIaIHIOIOUN HOTO 3AaTHICTH MEPEXOIUTIOBATH Ta PO3MH(POBYBATH BayKIH-
Buil curHai. KoxkeH milkaHajg MOKe BUKOPHCTOBYBAaTH CBOIO YaCTOTY JUIS Mepejadi AaHuX, 10 JI03BOJISIE 3MEHIIUTH
piBeHb iHTepEepeHIlil MiXk KaHaJaMH Ta MiJBUIIUTH e()EKTUBHICTD Iepeaaui.

FD-AI crparerist cTBOpIo€ iHTepEpeHIiito B peaJbHOMY Yaci IiJ| yac NpUifoMy Ta mepeaadi CUrHaiiB. [0J10BHOIO
METOI0 € YCKJIaJHEHHS MEPEeXOIUICHHs CUTHAIY 3JIOBMUCHHUKOM. [IpH 1IbOMY JIETITUMHUI KOPUCTYBad Mae BOYHIOBaHI
MeXaHi3MH ISl KOMIeHcallii 1iei inTepdepeHilii, o 103Boisie HOMY OTpUMYBATH IIPaBUIbHUIT CUTHAIL.

AN crpareris nependayae, 0 CUTHAT JIETITUMHOTO KOPHUCTyBaya CIPSMOBYETHCS TAKUM YHHOM, 100 MiHIMI3yBaTH
ITyM Yy HaIlpSIMKY OTPHUMYBada, OTHOYACHO FE€HEPYIOUYH MAaKCUMAJIbHI MEPEITKOIN I 3TOBMUCHHUKIB 110 1HITNX KaHaax.

BF ctpareris 103BOIIsI€ HAIPABISATH CUTHAJ 3 AHTEHH B IEBHOMY HAINPSIMKY JJIS IOKPAIICHHS SKOCTI epeadi i mpu-
Hiomy curnainy. e gocsiraeThest IUISIXOM KOPUTYBaHHS (Da3u Ta aMILTITY/I CUTHAJIB, 0 HAJIXOJSTh BiJl ACKIJIbKOX aHTEH,
1100 CTBOPHUTH HANPSIMIICHHUIT ITyYOK CUTHANY (TIPOMIHB).

Y Mepexi MoTyXHICTh NepejaBaHHsI CUTHAITY JJIsl BCIX areHTiB MO3HAYa€Thes SIK R °. BilHOIIGHHS CUTHATY /10 IIyMy
ta inrepdepenii (SINR) y By3ii b; Ta y 4acoBOMY iHTepBali { BU3HAYA€ThHCS 3a (hopmyinoro [3]:

2

b |vl.Hhalb' R
SINR!f] ==,
Vi (F[z]+ Ny,)

Iie v; — [Ie CyMa TEPEeIKo/, IKi BUHUKAIOTh Yepe3 Iepeiady CUTHAIIB iHIIUMH areHTaMu B Mepexi, Ny — Iie Aucnepcis
(po3ciroBaHHS) IIyMy Ha MpHUKMadi i-TO areHTa, M0 BPaxoBye (POHOBUI IIyM, SKUH MOKe OyTH BUKIHMKAHUN TETFIOBUMHU
e()eKTaMH UM eeKTPOMArHiTHUMH TIEPEMKOJIAMH, Y\ — KoeilieHT MOMUJIKK IPH YCyHEHH] iHTep(epeHtii, o nokasye
HacKiUTbKH epekTuBHO BHOpaHa PLS crpateris 3abe3medye skicTh 3B s3Ky. BexTop mepemaBaipHOl iHpOpMAITii, ToOTO
BEKTOD, KU BU3HA4Ya€, K aHTCHHA CHCTeMa IepeaBada MOBHHHA (JOPMYBaTH CHUTHAI, 1100 MaKCUMIi3yBaTH HOTO MpH-
fioM Ha mpuiiMadi, I i-TO areHTa BU3HAYAECThCA AK V;, =h, , . IHTepdepeHis Bix iHIIMX areHTiB PO3paxoByeThCs 3a
(dopmymoro:
Y=Y (¥;[1+ Y5 [e]),
J#i
ae y; — inTepdepeHis, Ky OTPUMY€ areHT 4epe3 CUIHAJM, IO NePeJaloThCsl IHIIMMU areHTaMH, 1 AKa MOKe BILIMBATH

Ha AKiCTh MpHIoMy TIOBioMIeHHs, Y, — iHTepepeHis, o BUHMKAE BiJ CHTHAIIB Oe3MeKn (HaIpHKIa, Bil IITyIHOrO
IyMy), IepelaHuX iHMMMHA areHTamMu. CurHan Oe3neKd — IIe CTICI[ialIbHO CTBOpeHnH abo MoAM(iKOBaHMHA CHTHA, IO
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BUKOPHUCTOBYETBCS [UIsl CTBOPEHHS MEPEIIKO/] NOTEHLIHHIM 3JI0BMHCHHKAM, HE BIUIMBAIOYH IPH LBOMY Ha JIETITUMHHX
KOPHCTYBadiB Mepexi. 3araiom, inTepdepeHIIiro Big nepeaadi HoBiIOMICHHS MOYKHA BUPA3UTH Yepe3 HACTYIHY (HopMyITy:

2
Yiln= ‘vﬁhuj,,i R'.

Hust crparerii SC-AN 3HadenHst Y[¢], 110 Mo3Ha4a€e IHTEPEPEHLIIO, sKa BUHUKAE BiJl CUTHasy OE3IIEKH j-TO areHTa

. e,5C— 2 I .
B TIeBHUIT MOMEHT 1acy, po3paxoByeThes 3a Gopmynoro ¥ " [1]= h,,| R/[1], ne R;[t] Bupaxkae oGpany koudirypa-

2
1ifo mepenadi curHany j-ro arenra. s crparerii FD-AI BiamoimHO: Yj‘,f’FD_A’[t] = hbjb, Rj].’ []. dns crparerii AN 3Ha-
¢ c, AN 2 1 NS(ha/bj )
yenns V;[f] Bupaxosyerbes nactynunm uunom: Vi [t]=|a, , *h,, | R[], ne o, == NS(ha,b,) — HOpMa-

ab;

Ji3aIlis CUTHAIY ha,b,. Jus crparerii popmyBanss npomers (BF) ¢opmyna Burmsgatume sk: Y;’B[I 1=0. TloxiGuum
ypHOM MOskHa Bupasuti SINR 11 38°s3Ky Bif mepeaBada [ -ro areHTa 0 TepexoroBaya 3a 0IoMoroo Gopmymu [6]:

H
v'h,

S
SINR[t]=—"——.
(Y lr]+ N,)

B npomy Bunanky inrepdepeHuis Oyne po3paxoByBaTHCS 3a (OPMYIIOI0:
1
AUEDP HUEDP M

J#i i=1

2
ne Y, [t]= ‘tha,e‘ R’. Orxe, kpiM iHTepEpeHLii, BUKIMKAHOT CUTHANIAMHU O€3IIEKH Bijl IHIIMX areHTiB, CUTHAJ Oe3IEKH
CaMOro areHTa TaKoXK BIUIMBAE HA 3HIKEHHS e(DEKTHBHOCTI pOOOTH MEePEeXOILTIoBaya.

Jitst Toro abv BU3HAYNTH ONITUMAIIBHY CTPATEeTilo IJIsl 3aXHUCTY areHTiB a00 CHCTEMH 3arajioM HeO0OX1THO po3paxyBaTh
rmapaMeTpy KOPUCHOCTI. 3aMiCTh TOTO MI00 BH3HAYATH TOYHI 3HAYCHHS MapaMeTpy OE3MeKH I KOXKHOTO KOHKPETHOTO
BHIIAJIKY, MU OLIIHUMO 3arajbHUN piBeHb O€3MEKH B CEPEIOBHIIL.

Crioyatky HEOOXiIHO 3MOAETIOBATH MO3UINI0 MEPEXOILTIOBAaYa SIK TBOBUMIPHY BHITQJAKOBY BEIHUYHHY, IO MiATOPSI-
KOBY€ETBHCSI HOpMaJIbHOMY po3noniry ["ayca. J{ami o04HCIIOETECS CEKPeTHA €EMHICTD I KOKHOTO i-TO areHTa, BUKOPHC-
TOBYIOUH PI3HHIIO MiXK €MHICTIO KaHaTy nepeadi jannx arenta Cj, i €MHICTIO KaHaTy Mi aréHTOM i epexoruIoBayeM

C(x,), ne (x, y) — Ile KOOPAMHATH TePexorLToBada Ha (BisuuHii mosepxui S. CekpeTHa eMHICTh — li¢ Mipa 31aTHOCTI
KaHay 3B’ 53Ky 3a0e3meunTn Oe3MeKy JaHuX, 10 MepeaaroThes. BoHa 3aeXuTh Bi Pi3HUIN MiXK CUTHAJIOM, IKHU OTPH-
Mye€ JeriTHMHUH IpUiiMaY, Ta CHTHAJIOM, SKHil 310BMUCHHK Moxe nepexorutu Ch, (x,») =max{0,(Cy — Cy(x, »))}.
HacTynmanM eramom € arperyBaHHS pPe3yNIbTaTiB IO BCiil MOBEpXHi S, 3BaKYIOUH 3HAYCHHS CEKPETHOI €MHOCTI Ta
WMOBIPHICTh MPUCYTHOCTI TIEPEXOILTIOBaYa B KOXKHIH TouIli. BpaxoByrouu 11i JaHi MOXKHa OOYHCINTH BiTHOCHUH PiBeHB
o
max ., [Q,[7]]

je
JUis KO)KHOTO areHTa y Mepeki Horo mapaMmeTp SKOCTi 0OCITyrOByBaHHS BHMIpIO€Thes depes piBeHb SINR Ha iforo
npuiiMadi, TO6TO gepe3 Koe(illieHT, M0 XapaKTepU3ye CIiBBITHOMICHHS MK KOPUCHIM CHTHAJIOM, IIIO MEPEaeThCs, Ta
1HTEepEepeHIIi€l0, 0 MOXKE OTIPIINTH AKICTh CUTHANY. J[71s1 BU3HaYeHHS 1BOTO ciix moainuTH pieHs SINR Ha mpuiimadi
i-TO areHTa B MOMEHT 4acy ¢ Ha MakcuManbHUH piBeHb SINR cepex ycix areHTiB j Ha MomeHT 4acy ¢ [10]. OTxe sSKicTh
SINR'[¢]
seltz,t) [SINR[1]]
[TapameTp BUTpaT BU3HAYAE HACKIIBKH €(DEKTHBHO areHT BUKOPUCTOBYE aniaparHi Ta eHepreTHYHI PecypeH, 110 BILIH-
Ba€ 30KpeMa Ha 4ac poOOTH CUCTEMHU Ta CIIOKHBaHy eHeprito. OCHOBHUMH (haKTOpamH, 110 BU3HAYAIOTh BUTPATH POOOTH

Oesmexu arenra 3a popmymor s;[f]=

00CITyroByBaHHS 1€ BiHOIICHHS ¢,[f]=
max

. . . . 1 .
areHTa € KiIbKiCTh aKTMBHHMX aHTeH Wi[t] Ta moryxkHicth nepemadi curnainy R/[t]. Takum yuHOM BHTpara pecypcis
ll
Wlt]+ R[]
- .
J
max ., W]+ R/ [t]
KopucHicTh areHta BU3HAYAETHCSI 3 YPaXyBaHHIM KPUTEPIiB KOPUCHOCTI Ta iX Bar w; B MOMEHT Yacy f, 1110 BU3HA4Ya-
I0Th HACKIUTBKH Ba)KJIMBI JUTS areHTa Il KpuTepii. Baru 3a0BoNbHAIOTE YMOBY HOpMaizawii w;[£] + w; [t] + w; [f] =1 Ta
BH3HAYAIOTHCS 32 (hOPMYIIOI0:

BH3HAYAETHCs 38 HACTYHOIO (hopmyroro ¢;[1]=

w,,[7]
wlt]=vy[tly [ty [e]o| w, L] ]-
w, [t]
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Takox HEOOXiTHO BpaxoByBaTH KOE(DIIliEHT Iepexomy MiXK CTpaTeTisiMi Si[t]k’%k" . SIkmio crpareris 1 areHTa He 3Mi-
HIOETHCS, TO KOe(iIieHT mepexoxy Oyie DOpiBHIOBATH 1, a SKIIO 3MIiHIOETHCS, TOMI Oyre < 1, 110 B CBOYO Yepry HEraTuBHO
BIUTMHE Ha KoeQirieHT koprcHOCTI. KoedirieHT Takok Oy/ie SMEHIITYBaTHCS, SIKIIIO BUTPATH Ha 3B’ 30K 30UTBIIYIOTHCS, TOMY,
3aMiCTh BUKOPHCTAHHS MapaMeTpa c;[¢], BAKOPUCTOBY€eThes pisHUIL (1 — ¢,[#]), 110 103BOJIsIE BpaXxOBYBaTH HETaTUBHUIA BILTUB
BuTpar. opmMyna po3paxyHKy Koe(ilieHTy KOPUCHOCTI areHTa 3 BpaXyBaHHIM OITHCAHIX aCTIeKTiB BUTIIA/IAE TaK:

s[1]
USM =8, | win x| qlr]
(I-¢[1])

OcranniM etanom € Budip ontumanbsHoi PLS crparerii Ta kongirypanii nepenadi curnainy B CPS i3 3actocyBaHHAM
aropuTMy MapKiBCHKOTO IIpOIecy MPUHHSTTS pilieHb. MapKiBChKUH Mponec NPUHHATTS pillleHb — 1€ MareMaTn4Ha
MOJIEITh ISl OIHCY TPOLECIB NPUHHSATTS PIlICHb y CTOXaCTHYHOMY cepenoBuili. Y MDP areHT mpwuiiMae pilreHHS Ha
OCHOBI ITOTOYHOTO CTaHY i BUOHpAE JIif0, KA BIH3HAYAE MIEPEXi/I JO HOBOTO CTaHY, III0 Ma€ IeBHY iMOBipHicTh. MDP Brko-
PHUCTOBYETBCS JUISL ONITUMI3ALi] pillleHb, /16 METa areHTa — MaKCUMi3yBaTH 3arajlbHy BUHArOpOJLy 3a JJOIIOMOT0I0 BUOOpY
ONITUMAJIBHUX il HA OCHOBI MOTOYHOTO CTAHY.

Koxen arent B CPS mae neBHuii cTaH B MOMEHT 4acy /, 1110 BijnoBigae odpaniii PLS crparterii Ta neBHil koHIry-
pamii nepenadi. Jlii Mk cTaHAMH TOJIATAIOTH Y 3MiHI a00 MPOJOBKEHHI TTOTOYHOI KOH(Iryparlii A1l KOXKHOTO 9aCOBOTO
IHTEepBaITy, BpaXOBYIOUH OOYMCIICHI BUHATOPOHX, 3aCHOBaHI HA 3HAYEHHSIX KOPUCHOCTI. [Ipn iHAMBiMyaTsHOMY pilIeHH1
areHT Mae N; MOXKJIMBHX Jiif Ha IiepuioMy ertari ta M; aii Ha apyromy. [Ipu ciiibHOMY pillleHH] KUTBKICTh MOJKITHBHX il
3HA4HO 30UTbIIyeThCS: Ny X N, X...x N;— Ha mepmomy etari ta M, x M, x...x M;— Ha apyromy.

Jani BinOyBaeThCs OIiHKA KOPUCHOCTI JJIsl KOXKHOTO CTaHy, 10 OyJe BU3HAYaTH BHHAropody. Buraropona — 1e umc-
JIOBUH MOKA3HUK, SIKMH OLIHIOE, HACKUIBKH JOOpPE areHT BUKOHAB JIiI0 B IEBHOMY CTaHi, 3aCTOCOBYIOUH IIEBHY CTPATETii0
Ta KoH]irypamito. BoHa 1ormoMarae areHTy HaBYMTUCS] BUOMPATH HAHKpaIi Jil U JOCATHEHHS MAaKCUMAIBHOT €(heKTHB-
HOCTi. ATCHT MOPIBHIOE KOPHCHICTh Pi3HUX CTaHIB Ta BUOHWpae HaWKpamuii BapiaHT. [Ticis KITBKOX iTepamiil anmropuTM
3HaXOIUTh onTuMalbHy PLS cTparerito i koHDIiryparito nepenadi. SIKIo ouH areHT BUKOHYE ITePEXiJ] Bifl OHIET cTparerii
JI0 1HIIIO, TO IHIIII areHTH IIe BPAXOBYIOTh y CBOiX PO3paxyHKaXx, M0 3a0e3Meuye aJanTHBHICTh B 0araroareHTHIH MepeKi.

3acTOCOBYIOUM METOJ] HaBYaHHS 3 IIJKPIIUIEHHSIM areHT HaBYa€ThCs HAa OCHOBI PIlICHb Ta BUHATOPOJ, BUOWPAIOUN
HaHKparmii cTparerii Ta KoHQiryparii s 3a0e31me4eHHs BUCOKOT SIKOCTI 1 0e31eKH Mpu MiHiManbHUX BUTparax. Llei meTon
no3Boisie areHTaM B CPS HaBuarucs yepe3 JOCBif Ta ONTHMI3yBaTH CBOIi CTpaTerii, 00 oTpuMaTH HalKpalli pe3yJibTaTu
B YMOBaX OOMEXEHHX PecypciB Ta JUHAMIYHO 3MIHIOBAHOTO CEPEIOBHIIA.

BucHoBku

B nanomy mocmimkeHHi Oyi10 3alporIOHOBaHO MEXaHi3M BHOOPY ONTHMAIBHUAX CTPATETii Oe3nexku Ha (pismaHOMY piBHI
(PLS) nuist arentiB kxibep¢iznunoi cucremMu. B ocHOBI MexaHi3My JISKUTH PO3PaXyHOK BEJIMYMHHU KOPUCHOCTI areHTa, sIK
KOMOiHaIIi TPHOX OCHOBHUX KPHUTEPIiB Ta IX Bar: OE3MeKH, IKOCTI 00CIyroByBaHHS Ta BUTpar. Lli kputepii 0a3yroThcs Ha
JaHuX (pI3MYHOTO cepeloBHINa, OTPUMAHUX 3 CEHCOPIB. 3a jornoMororo anroputMy MDP npuiimaeTsest pillieHHS 100
BHOOPY ONTHMABHOI CTpaTerii Ta KOH(Irypariil ;Ui KOOKHOTO areHTa y IIeBHOMY 4acoBOMY iHTepBaii. ITeparii Bigly-
BAaIOTHCS JIO THX TIip, TIOKKA 00OpaHa cTparteris He Oyae MaTiH HaAWBHIIHMNA KOS(]Ii€eHT KOPUCHOCTI, BPAaXOBYIOUH JHHAMIYHI
3MIiHH B CEPEAOBHIII. 3aCTOCYBaHHS METOY HAaBYAHHS 3 IIIKPITUICHHSM B CBOIO YEPry JO3BOJIMTH CUCTEMI HABYATHCS HA
MPUWHATHX PINICHHSIX Ta ITiBUIYBaTH e(PEKTUBHICTh CHCTEMH B LIJIOMY.
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HNPOI'HO3YBAHHA EHEPI'OCIIOXKUBAHHSA Y MIKPOMEPEXAX:
OIIHKA KOHBEPTOBAHUX MOJIEJIEA

YV ecmammi posensidaemovcsa moxcaugicmo 3acmocy8ans Mooeneli MauuHHO20 HA8UaAn s HA MODITbHUX NPUCTPOAX
0J151 NPOSHO3YEAHHS PIBHS CHONCUBAHHA eleKmpoenepeii y mikpomepedcax. [ani npucmpoi 30amui 3a6e3neqyumu 000am-
KOBULL 3aXucm npu 0opodYyi npueamuux OAHUX, aie Maomov CYMmeSUll NepeiiK 00MedlceHb, uo eumazdae 000amKosol
OYIHKU 5IK CNOCOOY Ni020mMOosKU Mooenell, maxK i cnocoby ix 3anycky.

YV oaniii pobomi npoeedeno oyinky egpekmusHocmi mooenel NPOSHO3VEAHHA Di6HA CHOMCUBAHHA elleKmpoeHepeil
na 6azi LSTM nicas ix koneepmayii' y mobinoni gpopmamu CoreML, Tensorflow Lite 0ns nooanvuio2o suKopucmans
Y AKOCMI 4acmunu niocucmemu npocHO3Y8aHHA HA nepu@epitinux MooineHux npucmposax. [ns nasuanns ma oyinku
epexmugnocmi mooenetl 6y10 UKOPUCMAHO HADOPU OAHUX 080X KAME20PIll CROJCUBAUIS. NPOMUCTIOB020 NIONPUEMCMBA
3aKpUmMo20 muny ma Manio2o ob 'ekma yusinbHoi ingppacmpykmypu. /{s po3apooKu mecmogux npomomunie mooenet 6yino
suKopucmano npocpamuui nakem Tensorflow 3 nodanvuior KoHeepmayiero OaHUX NPOMOMuUnNi| y popmamu, wo 00360-
JAI0MY IX 3anycK Ha MobinbHux npucmposax Apple. Konsepmosani mooeni 6ynu oyinewi 3a po3mipom, MOYHICHIO NPOSHO-
3V6aHHA, WEUOKICIIO HAOAHHS NPOSHO3Y, KITbKICIMIO CHONCUBAHOT ONepamugHoi nam aimi, 6naueomM Ha HA2pié npucmpoio
Ma HABaHMAXCeHHAM Ha 1020 YEeHMPATLHUL NPOYecop.

B pesynomami oyinku 06yno 3pooneno ucHo8oK, w0 6mpama mouHocmi NPOSHO3Y8AHH NICIs KOHeepmayii € He3Ha-
YHOK, A NPOOYKMUGHICIb KOHEEPMOBAHUX MOOeell 00360IAE GUKOHYBAMU NPOSHO3YBAHHS 6 PENCUMI PealbHO20 Uacy
3 0ONYCMUMUM 3HAYEHHAM PIGHS BUKOPUCTIAHHS 0OUUCTIOBATLHUX pecypcie npucmpor. JJanuii peynvmam niomeepoxcye
MONCTUBICMb BUKOPUCTNAHHSA MODITLHUX NPUCTPOIB Y AKOCMI nepuepitinozo 3aco0y 00UUCIeH s Y NIOCUCTEMT NPOSHO-
3V6AHHA PIBHSA CHOHCUBAHHS eHep2il.

Kniouogi cnosa: nepugepitini oduucnenis, Mawiunne Haguanus, posymHi MiKpomepeici, NPOSHO3Y8AHHS CHONCUBAHHS
enexmpoenepeii, Tensorflow Lite, CoreML, mobinbhuti 0o0amox.
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MOBILE ENERGY CONSUMPTION FORECASTING IN MICROGRIDS:
EVALUATION OF CONVERTED MODELS

The article examines the feasibility of applying machine learning models on mobile devices for forecasting energy
consumption levels in microgrids. These devices can provide additional security when processing private data but have
significant limitations that require further evaluation of both the model preparation process and execution methods.

This study assesses the performance of LSTM-based energy consumption forecasting models after their conversion
into mobile formats—CoreML and TensorFlow Lite—for further use as part of a forecasting subsystem on edge mobile
devices. To train and evaluate model performance, datasets from two categories of consumers were used: a closed-type
industrial enterprise and a small civil infrastructure facility. The development of test model prototypes was carried out
using the TensorFlow framework, followed by conversion into formats suitable for execution on Apple mobile devices.
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The converted models were evaluated based on their size, forecasting accuracy, inference speed, RAM consumption,
impact on device heating, and CPU load. The evaluation results indicate that the loss of forecasting accuracy after
conversion is minimal, and the performance of the converted models allows real-time forecasting with an acceptable level
of computational resource usage. This result confirms the feasibility of using mobile devices as edge computing units in
energy consumption forecasting subsystems.

Key words: edge computing, machine learning, microgrids, energy consumption forecasting, TensorFlow Lite,
CoreML, mobile application.

IHocTanoBKa nmpodaemMu

Juist 3a6e31medeHHs 3p0CTalod0ro MOMUTY Ha eIEKTPOSHEPTii0 BaXKIIMBO MPOBOAUTH MOJCPHI3AIIII0 Ta BIOCKOHAICHHS
ICHYIOUMX CHEePreTHYHHX Mepex. [HTerparlis po3yMHHX Mikpomepexxk (MM) y BenmuKi HEHTpami30BaHi Mepexi 103BO-
JIUTH MTOKPAIINATH 1X CTIHKICTB 10 popc-MaxopiB, Kpamie OamaHCyBaTH HaBaHTAKEHHS Ta 3aTy9daTH TeHEPaIlito Ha OCHOBI
BiTHOBJIOBaHMX pKepen eHeprii [1] conventional methods are being used, including fossil fuels. This in turn leads to
greenhouse gas emissions (e.g., carbon dioxide or CO,. OmHak koxkHa MM € yHIKaIbHOIO 3 TOYKH 30py reorpadigHoro
po3TalryBaHH:, TapaMeTpiB o0IagHaHH:, 00’ €My TeHeparii Ta CIIOKUBAHHSA, III0 POOUTH PO3POOKY CHCTEM YITPaBIiHHS
JaHHMH MepeXaMH HeTPHBIAIbHOIO 33/1a4€lO0.

3amydeHHs JpKepen TeHepallii Ha OCHOBI BiJHOBIIOBAHOI €HEprii, TAKUX SK COHSYHA €HEepris, eHepris BiTPY TOIIO,
BHOCHTD BEJIMKWH piBEHh HEBU3HAYCHOCTI Y TIOKa3HUKH PiBHA reHepanii MM, 1o yckiaaHIOe 3aBIaHHS BHOOPY PEKUMY
ix ekcrutyatamii. BigmoBinHo cuctemu ympaBiaiaHS MM moTpeOyoTh HAasSBHOCTI MiICUCTEMH MPOTHO3YBAaHHS CIIOXKH-
BaHHS Ta TEHEpaIlii eleKTPOeHePrii A MPUHHATTSA pilleHb 1o 3a0e3MeueHHI0 3MIHHOTO TIOMTUTY Ha eIIEKTPOSHEPTio 13
30epeKeHHIM 3a/IaHIX TTOKA3HUKIB eKOHOMIYHOI epekTuBHOCTI [2].

Mopeni mamuaHOTO HaBuaHHA (ML) Ha 6231 LSTM 3natHi HagaBaTé TOYHI KOPOTKOCTPOKOBI MTPOTHO3M PIBHS CIIO-
JKUBAHHS €IIEKTPOSHEPTii I Pi3HOTO THITY CTIOKMBAdiB HA OCHOBI ICTOPUYHHX JAHHUX IPO CHIOKUBAHHS, III0 MOXKe OyTH
BHUKOPHUCTAHO ISl MPOEKTYBAaHHS IiACHCTEMH TPOTHO3YBaHHA cucTeMu yrpasiaiaas MM [3]. Tlonpu BHCOKY eeKTHB-
HicTh Mofeneit ML iX HaBJ4aHHS Ta BUKOPUCTAHHS MOTpedy€e 3HAYHIX 0O0YHMCIIOBAIFHUX pecypciB. [HTEHCHBHE BUKOPIIC-
TaHHSA Mozenei ML 3a ocTaHHI POKM CIPUYMHMIO 3HAYHUH PICT CIIOKUBAHHS €IICKTPOCHEPTii [4] Ta BUKUIIB TiOKCHIY
Bymerto nara nenrpamu y CIIA: 6inbmie 4 % Bin 3araiapHOT0 cnokuBaHHs Ta 2.18 % 3aransHux Buknais y 2023 p. Bia-
moBizHO [5]. BpaxoByroun yHiKaIbHICTE KOXKHOI MM MOzieni, TpOorHo3yBaHH: TAKOXK € YHIKATbHUMHU, 1 TUTaHHSI HABYaHHS
Ta PO3MIIIEHHS TaKUX MOJIENEH, 110 Oy/ie eKOHOMIYHO Ta €HEPTeTUIHO €(PEKTUBHUM, € aKTyaJbHHM.

O6mamuanss 111 MM, Take K po3yMHI JTYMIBHAKH, CEHCOPH, TATIYNKH, TCHEPYE BETHNKY KIJTBKICTh TAHUX, SIKi MOKYTh
OyTH BUKOPUCTAaHI ISl IPUHHATTS pillleHb 1Mo yrpasiiHaf. OMHAK Taki TaHI MOXYTh MICTHTH ITEPCOHANBHY iH(pOopMaIiio
mpo KopucTyBadiB MM, Hampukiaa, mrablioHd Ta OOCSTH BUKOPHCTAHHS eleKTpoeHeprii. Y OUTBIIOCTI KpaiH € 3ako-
HOJaBYi BUMOTH IIO/IO TPaBHI 30epiranus, mepeaadi Ta oOpoOKu mpuBaTHOi iHdopMarii [6], TOPYIICHHS IKHX MOXE
MPU3BOIUTH [0 3HAYHMX IITpadiB. BinmoBigHo 11 3MEHIICHHS PU3HKY BUTOKY TaKHX JaHMX Ta 3MCHILICHHS BUTpPAT Ha
MATPUMKY iH(GpacTpyKTypu Ui ii 0OpoOKHM Ta 30epiraHHs JOIITBHO BHKOPUCTOBYBATH Tepu(epiiHi 00IUCICHHS Ha
piBHi camux MM. CydacHi cMapThoHH MarOTh MIATPUMKY MHAGPYBaHHA JaHWUX, 3aXHCT AOCTYIy KOZOM-TIapoiieM abo
010MEeTPHYHOIO aBTCHTU(IKAIIIEI0, Maike TTOCTIHO 3HAXOAATHCS 13 BIACHUKOM, a OT)KE € TapHUMH KaHIUIATaMHU IS
00pOOKH MTEePCOHATBPHAUX JAaHUX. 3 1HIIOT0 OOKY MOOLIEHI IPUCTPOT € Ty’Ke PI3HOMAHITHUMH SIK 3 TOYKH 30pYy araparHoi,
TaK 1 MPOrpamMHOI YaCTHHHU, MalOTh OOMEKCHY OOYHCIIOBAIBHY MOTYXKHICTh, EMHICTh aKyMyJIsITOpa Ta 00’ €M maM’sTi.
[pwu ominti cMapThoHA K IPUCTPOIO TS TepH(EpiitHIX 00UNCIICHB Y MiICUCTEMI POTHO3YBAaHHS CIIOKUBAHHS CHEPTii
MM HeoOXiTHO BpaXxOBYBAaTH IIi (PaKTOPH.

OCKITBKH KOPOTKOCTPOKOBI ITPOTHO3M CIIOKUBAHHS €HEePTii BHKOPHCTOBYIOTHCS [UIA i ITPUMKH ONIEPAIlifHAX PIillICHb
Mo ympaBiiHHI0O MM, KpUTHYHO BaKIMBO 3a0€3MEUNTH BHCOKY TOYHICTH MporHO3iB. s 3amycky moxpeneir ML Ha
MOOITHPHHAX MPUCTPOSIX iX MOTPiOHO KOHBEPTYBATH Y MOOITBHI (hOPMATH, SIKi 4ACTO MAIOTh OOMEXEHY MIATPUMKY TOCTYTI-
HHUX OIEpaTopiB, mapiB Ta TUMIB HaHuX [7, §]. Lle Mo)ke MPU3BOAUTH 10 BTPATH TOYHOCTI Ta MPOAYKTUBHOCTI MOJIENI,
TOMY KOHBEPTOBaHI MOIeIIi HEOOXiTHO OIiHIOBAaTH TTOBTOPHO.

Mob6inpHi onepamiiiHi cucteMu, Taki ak i0S, oomexyrots pecypen (CPU, RAM, akymynsaTop), 0 JOCTYTIHI TS KOXK-
Horo moaatky [9]. [{o0 yHUKHYTH MEepeBHUIICHHS JIIMITIB i TPUMYCOBOTO 3aKPUTTS JOAATKY HEOOXiTHO OIIHUTH PiBEHB
HABAaHTA)KCHHsI Ha MPUCTPIl MOJEIUIIO IPOTHO3YyBaHHs. TakoK BaXKJIMBO 3a0€3IIEUYUTH BHCOKY IIBUJIKICTh HaTaHHS IPO-
THO31B, OCKUTBKHM TiICHCTEMA Ma€ TPAIIOBATH B PEKUMI pEaTbHOTO Jacy.

ObMexeHuit 00caT maM’ AT MOOUTEHIIX TIPUCTPOIB i crierdika iX BHKOPUCTAaHHS BUMarae MiHiMi3arii po3Mipy MOZIETIi.
Taxox po3mip MozelTi BIUTMBAE 1 Ha 00’ €M OTepaTUBHOI ITaM AT, HeOOXiqHIH [uIA ii 3amycky. Kpim Toro, MoOibHI ITpH-
CTpOi MarOTh OOMEKEHHH TOCTYTI IO MEPESKEBUX PECYpPCiB, a HEOOXiTHICTH OHOBJICHHS MOJIEI 3 YaCOM POOIATH ii KOM-
MAKTHICTD III€ BaKIUBIIIO0.

AHaJi3 ocTaHHIX AocTizKeHb i myOmikaniii

V crarri [10] po3misgaeThCst BAKIHBICTE PO3POOKH e(EeKTHBHHUX CHCTEM ympaBiiHHI MM, onrcaHo onTuMi3alliifHi

LTl Ta METOIM 1X MOCATHEHHS 3 BUKOPHUCTAHHAM Pi3HUX alTOPUTMIB, Y TOMY YHCII i3 3aCTOCYBaHHsIM moneneidr ML

85



BICHHK XHTY M 1(92), Y. 2, 2025 p. IH® OPMAIIIHHI TEXHOJIOI'TI

y 3a/1adax MPOTHO3YBaHHA. Y po0oTi [3] pO3MIAHYTO aKTyalbHI METOAM MPOTHO3YBAHHS PIBHS CIOKHBAHHS €JICKTPO-
ereprii MM 1uis 3 TimiB crioxxuBadiB i BuaiieHo Mmozxemi LSMT sk HaiOinbmr ehekTHBHI.

Po3BUTOK 5K IPOTpaMHUX, TaK 1 allapaTHAX TEXHOJIOTIH 3p00MB MOXKIIMBIM 3aITycK Mofeneit ML Ha MaonoTyKHHUX,
eHeproepeKTUBHUX MPHUCTPOSX, IO BiIKPHBA€E HOBI MOXKIIUBOCTI IS epuQepiitHNX 00YHNCICHb, alle 1 BUMarae 0cooim-
BOI yBaru JIo ImMiArOTOBKH Ta ONTHMI3amii nannx momeneit [11].

DopMyJTIOBAHHS METH A0CTi/IKEeHHS

MeToro bOTO AOCTIKEHHS € OlliHKa e(peKTUBHOCTI KOHBepTamii y MoOUThHUI opMar Ta afganTarlii Moaeneii KopoT-
KOCTPOKOBOTO TPOTHO3YBAHHS PIBHS CIIOKMBAHHS E€JIEKTPOEHEPTIi U CIIOKMBYOTO CEKTOpA Ta MPOMHCIOBOCTI UIs
MTOJAJTBIIIOTO 3AITYCKY Ha MOOITFHHUX MPUCTPOSX. JloCTipKeHHS aHai3ye BIUTUB BUOOPY GppeiiMBOPKY KOHBEpTAIlii MOJei
Ha ii TPOAYKTUBHICTD Ta €(PEKTUBHICTh MPOTHO3IB, MPUIHHN BIAMIHHOCTEH y MPOAYKTUBHOCTI Ta TPYIHOII iHTEerparii
nux (HpeMBOPKIB y MOOITTBHI JOTATKH.

Buk/ageHHs 0CHOBHOTO MaTepiay A0CTiaKeHHS
MeTom0J10risl JOCTiKeHHA

KoxeH crioxuBad eIeKTPUYHOI eHEepril € YHIKAIbHUM 3 TOUKH 30py 0OCHTiB i rpadikiB CTIOKUBAHHSA, aJie 3arajloM iX
MOYKHA PO3IUTUTH Ha TPU OCHOBHI TPYITH: JOMOTOCIOAAPCTBA, 00’ €KTH COIiaNbHOI iHPPACTPYKTypH Ta IPOMHCIIOBI CITO-
xuBadi [3]. I1{o6 3a6e3neuntn e(heKTHBHICTH MOEII KOPOTKOCTPOKOBOTO ITPOTHO3YBAHHS CIIOXKHBAHHS SHEPTii A BCiX
[UX THMIB CTIOKMBaYiB, HEOOXiTHO HABYATH Ta OLIHIOBATH ii HA OCHOBI HAOOPIB JaHWX BiJ KOKHOI TpymH. Y 1Iiif poOoTi
JUISL [[bOTO BUKOPHCTOBYIOTHCSI HA0OOPH JTaHMX IIOTOJMHHOTO CIIOKHMBAHHS €HEPTii aBTO3alpaBHOI CTaHIlIi Ta MOJIOKO3a-
BOIY, IIIO BiJIMOBIAIOTH APYTili Ta TPETiHl rpyIi CHOKUBAYIB 3 PAHIIIE 3a3HAUYCHUX.

[Tmardopma i0OS obpana I IPOBEACHHS EKCTIEPUMEHTY, OCKUTBKU pUCcTpoi i0S € MeHII pi3HOMaHITHIMH 3 TOYKH
30py amapaTHUX KOMIIOHEHTIB MOPIBHAHO 3 IpUCTposMu Ha Android, mo 3abe3nedye cTaOUIBHIIT MOKa3HUKH MPOTYK-
THBHOCTI Ta TOYHOCTI MPOTHO3iB. MoBa mporpamyBanHsa Swift Ta 6ibmioTeka rpagiunoro intepdeiicy SwiftUl no3Bos-
FOTh IIBUJKO PO3POOUTH MPOTOTUIT MOOITHFHOTO JONATKY I TeCTyBaHHS, a Oibmiorexa Charts mo3Bossie Bi3yamisyBatu
pe3ybTaTH MPOTHO3Y Y BUIVIAAL TpadiKiB.

OpauMu 3 HalleeKTUBHIMINX MOJENEH I MPOTHO3YBAaHHS CIIOKMBAHHS eHeprii € moxmeni Ha ocHoBi LSTM [3].
[Tmarpopma TensorFlow mo3Boisie MIBHAKO BHKOHATH MPOTOTHITYBAHHS Ta HABUYAHHA KOMIDIEKCHUX Momeneil ML, mo
CKJTaJIAf0THCS 3 AEKUTBKOX IIapiB, i MOXKYTh BKITIOUATH IIAPH HA OCHOBI PEeKypEeHTHHX HeHpoHHIX Mepex (RNN), Takux sk
LSTM. Takox 1 miatdopma 103BoIIsie KOHBepTyBaTH HoBHO(opMaTHi ML-Monerni y MmoGinsamit popmar TensorFlow Lite
3a J0MTOMOT 010 BOYZI0OBaHOTO KOHBEpTepa. Lle hopmaT Moke BHKOPHCTOBYBATHCS B MOOUTRHIX mofaTkax ais i0S, Android,
a TaKOXK Ha MaJOMOTY)KHUX MPUCTPOSX, MOOYIOBaHUX Ha MiKpOKOHTposepax, Takux sk ARM Cortex ta ESP32 [12], mo
PpOOUTH H0T0 TapHUM KaHIUIAaTOM ISl BHKOPUCTAHHS y AKoCTi popmary ML-mozneneii as neprudepiiHiIxX 00IHCIeHb.

TensorFlow Lite mo3Bomnsie BukonyBatu oourncinerns Ha CPU, GPU ta NPU (Neural Processing Unit) MoGinbHIX TIpH-
CTPOIB, SIKi TOCTYIIHI B IESKHUX MPOCYHYTUX Mozeisx mpuctpoiB Android Ta i0S, ogHak KOHBEpTOBaHI MOJENI MATPUMY-
I0Th JHIIe oOMexeHunit Habip onepariii TensorFlow [7], mo Mo)ke TPU3BOAUTH 10 3HIDKEHHS TOYHOCTI MOZETICH IOpiB-
HsHO 3 opuriHansHUME. TensorFlow Lite 6yB oOpanuii six mepmruii popmar MoOimeHUX ML-Mozmeneii ams TecTyBaHHS.

Apple mae Bracuuit popmar ML-moneneit min HazBoro CoreML, sxmit mpamroe Ha mpuctposx 3 MacOS Ta 10S. Leit
(hopmar onTUMi30BaHUH s MPUCTPOiB ekocuctemu Apple i moxke BukopuctoByBatn CPU, GPU ta Neural Engine [13]
(moctymauit y MoOLTRHIX unTiaxX mounHaro4n 3 A1l Bionic) st o6uncienb, MiHIMI3yI04l BUKOPHCTAHHS IIaM SITi Ta CIO0-
KUBaHHSA eHeprii. Apple Hamgae 6i6miorexy CoreMLTools st korBepTanii cropoHHiX Moaeneit y ¢popmar CoreML [14].
Leit popmar OyB obpanuii Sk Apyruid MoOiTEHUH hopmat ML-Moxenelt A TecTyBaHHS.

s ipoBeIeHHS eKCIIEPIMEHTY Oyiio po3po0iieHo 2 MPOTOTHITH MOJIeNel MPOTHO3YBAHHS CIIOKMBaHHA €HEprii Ha
ocHoBi LSTM 3a momomororo TensorFlow Keras, mo anamoriuai 1o Moxeneit mpenctasieHnx y po6orti [3]. HaBuanus
Mozeneii Oymo MpoBeIeHO 3 BUKOPUCTAHHIM JBOX HAOOPiB JaHUX, SKi MPEACTABIAIOTH /1Bl TPYIH CIIOKUBAYiB: IIUBUTHHY
1HPPACTPYKTYpy Ta MPOMHUCIOBE MiAIPHEMCTBO. Mozemi MpuiiMaroTh MIOTOAMHHI MTOKa3HUKHU PIBHS CIIOKWBAHHS €JICK-
TpoeHeprii 3a momepeaHi 24 TOAMHM K BXiIHI JaHi [UII TPOTHO3YBAHHS PiBHS CIIOKMBaHHS Ha HACTYIHY roquHy. Ha4ueni
Mopeni Oymu koHBepToBaHi y opmar TensorFlow Lite 3a momomororo BOynoBanoro B Tensorflow xoHBepTOopy Ta 'y dop-
mat CoreML 3a monomoroio CoreMLTools. Bximuuit Ta Buxinauii ¢opMaTi JaHUX A KOHBEPTOBAHUX Mojesel Oymn
BcraHoBieHI K Float32, mo6 306eperts TOUHICTH OOYMCIICHB sSIKOMora Omk4oro mo opuriHambHOi Moxeni (Float64).
OO0unBa KOHBEPTEPHU BUKOPHCTOBYBAJIH PiBEHb ONITUMI3AIlil MOJIENeH 3a 3aMOBUYBAHHSIM.

Jnst TOpIBHSIHHS TOYHOCTI PE3yIIbTaTiB IPOTHO3YBAHHS [OYATKOBUX Ta KOHBEPTOBAHUX MOJEINEH Oylo BUKOPHCTaHO
OILIIHKY cepeaHbOkBanpaTndHoi oMk (RMSE):

RMSE = , (D

~

Zie y; — peajibHe 3HaYeHHs 4acoBoi cepii y MOMEHT i; y, — IPOrHO30BaHE 3HAYEHHS YaCOBOI Cepii y MOMEHT i; /1 — 3arajibHa
KIJIbKICTh ITPOTHO30BAHMX 3HAYEHb
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BinHocHa 3MiHa TOYHOCTI TPOTHO3YBaHHS OyJe po3paxoBaHa sK:

RMSE,,, — RMSE,
RMSE,

RMSE, = , 2)
ne RMSE, — 3Ha4eHHS cepeHbOKBAIPAaTHYHOI TIOMUIIKY JI0 KOHBepTailii Mojeni; RMSE,,,; — 3HAYCHHS CEPEIHbOKBAIpa-
TUYHOT MOMUJIKH MICJIsi KOHBEPTAIlil MOJIEITi

Po3Mipn KOHBEpTOBaHMX MOJIENEi BUMIPIOBAIIUCS SIK 3araJlbHUI 00CST JJMCKOBOTO ITPOCTOPY, KM 3aliMae MOJeIb
pasoM i3 BkiroueHuMH koedinientamu Baru. s TensorFlow Lite e posmip daitny.tflite, a st CoreML — po3mip makery
¢aiinis.mlpackage.

Jlnst BUMIpIOBaHHSI BUKOPHCTaHHS orepaTuBHOI am’siti (RAM) xonBeproBannmu ML-Monensimu Oys10 BAKOPHCTAHO
iHCTpyMeHTH npodintoBanHs Xcode. BuMiproBaHHS IPOBOIMIIMCS MICIIs 3aBaHTaXKCHHS MOZIEII MOOIJIBHUM JIOATKOM Ta
BHUKOHAHHS ITPOTHO3IB HAa TECTOBUX JIAaHHX.

Jnst BUMIprOBaHHS PiBHS BUKOPUCTaHHs LeHTpaibHOro npouecopy (CPU) Oyno BUKOpHCTAaHO iHCTpyMeHT mpodi-
moBanHst CPU Usage 3 Habopy iHCcTpyMeHTIB ipodintoBands Xcode. [ianazon Bukopuctants 0—100 % BU3HAYUMO SIK
Hu3bkuid, 100-200 % sik cepennii 1 6inbine 200 % sik BUCOKHIA.

Jlnst BUMIpIOBaHHS BIUIMBY BUKOPUCTAHHsI MOJielielt Ha HarpiB nmpuctpoto (TS) Oys1o BUKOpUCTaHO IHCTPYMEHT Ipodi-
moBanHs Thermal State 3 Habopy iHCTpyMeHTIB npodimoBanHs Xcode. [HCTpyMeHT 1oKa3ye 3Ha4€HHs Bl HAHMEHIIOTO
10 Haibinbmoro — nominal, fair, serious, critical. 3HauenHs critical Moke IPU3BOAUTH A0 NMPUMYCOBOTO 3aBEPIICHHS
pobotu moaarky cucremoro 10S.

HIBuIKICTh MPOTHO3YBaHHSI KOHBEPTOBAHUX MOJICJICl BUMIpIOBAJIacs SIK CepeIHsl TPUBAIICTH IPOTHO3Y Ha TECTOBHX
JaHUX:

t ==

avg

3)

n
Jie ; — 4ac Ha BUKOHAHHS IIPOTHO3Y JUIS €JIEMEHTa i TeCTOBOI YacoBOi cepii; # — 3arajibHa KiIbKICTh MPOrHO30BAHUX
3HaYeHb

Ouinka epekTUBHOCTI KOHBepTAalii MoaeJieil

Jaist po3poOKH Ta OLIHKY e()eKTUBHOCTI TECTOBUX MOJIEJICH ITiciist iX KoHBepTalii y MoOLIbHI (hopMaru Oyiio BUKOpHUC-
TaHO HAOOpH JaHUX.

[epmmit HaOlp naHMX MICTUTH LIOTOJMHHI JaHi Mpo croxuBaHHs eHeprii cranuielo A3C npotsirom 26 MicsiiiB.
VY nabopi ganux BincyTtHi 0,02 % 3HaYeHb, a TAKOXK MPHUCYTHI aHOMAJil, 110 OyJH BHSBJICHI 3a JOMOMOIOK MOJCII
Isolation Forest [15]. BincyTHi Ta aHOMasbHI 3Ha4eHHsI Oy/y 3aIlOBHEH1 a00 3aMiHEeHI 3 BUKOpUCTaHHS (YHKIIT JiHIHHOT
iHTepnossinii 3 6idmiorexu Pandas. [Ipuknan naHux i3 11boro HAOOPy HaBeAEHO y TadmuLi 1, Bidyasizaiito HabOpy AaHHX
HaBEJICHO Ha PUCYHKY 1.

Tabmuus 1
Ipuxiaan nanux 3 Hadopy nanux A3C
Datetime Consumption, kBr\rox length_of day, cex hour
2010-11-01 00:00:00 29 36190 0
2006-12-16 01:00:00 60 36190 1
2006-12-16 02:00:00 61 36190 2
2006-12-16 03:00:00 61 36190 3
2006-12-16 04:00:00 61 36190 4

Hpyruii HaOip JaHUX MiCTUTH iHPOPMAIIIIO ITPO CIIOKUBAHHS €IEKTPOSHEPTil MOJIOK03aBOIOM 3 iHTepBasioM y 30 XBu-
niH npotaroM 20 Micsmis. Y Habopi nanux BincyTHi 2,42 % 3HaueHb, a TAKOXK MPUCYTHI aHOMAJIiI, 110 OyJIM BUSIBICHI
3a gomomoroto moxedi Isolation Forest. BincyTHi Ta aHoManbHI 3HaUeHHS OyJIH 3aIIOBHEHI a00 3aMiHEHi 3 BUKOPUCTAHHS
¢yHkuii miHIAHOT iHTepnoAnii 3 6i0miorekn Pandas. [Ipukman qanux i3 poro HaOOpy HaBEeACHO Yy TaOMuUII 2, Biyauiza-
1ito Habopy JaHWX HaBeNIeHO Ha PHCYHKY 2.

Omic Bepciii mporpaMHOTO 3a0e3eueHHs Ta EPENiK armapaTHOro 3a0e3MeYeHHs eKCTIePUMEHTY HaBeIeHO y TaOmwiIi 3.

B sikoCTI apXiTEeKTypH eKCIIepUMEHTAIBHOT MOJIET] I7IsI KOHBEpTAIlii OyI0 BUKOPHCTAHO MOCTiIOBHY (Sequential) Momens
Keras, mo mictuts 5 mapis: 1 gomomixaMii Ta 4 QyHKIioHanpHUX. THIH MIapiB Ta X MapaMeTpy HaBeAeHO y Tabmuri 4.

VY gxocrTi rineprnapaMeTpiB HaBIaHHS Oy710 00paHo po3Mip BUOIpKH — 16, KUTBKICTh erox HaBdaHHA — 20. OnTIMizaTop
Mozeni — «adamy, loss dyHKIis — cepennpoxBanpatiaHa moxuoka (MSE). [Tapamerpn mapiB Mozeni Ta rinepnapaMeTpu
HaBUaHHS OynW migiOpaHi eKCTIEPUMEHTAIBHO IS 3a0€3MEeYeHHs Kpalloi TOYHOCTI MPOTHO3IB i3 MPHHHATHIM YacoM
HaBUaHHS Mofeli — 10 10 XxBuInH Ha 6e3KomTOBHOMY TakeTi oOmagHanHs cepBicy Collaboratory.
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CnoxxnBaHHA enekTpoeHeprii A3C
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Puc. 1. Bisyanizania nHadopy nanux A3C

Ta6nuis 2
Hpukaan nanux 3 Hadopy AaHUX NPOMMCJIOBOIO MiANPHEMCTBA
Datetime Consumption, kBr\rox
2012-09-30 00:00:00 223
2012-09-30 01:00:00 215
2012-09-30 02:00:00 218
2012-09-30 03:00:00 210
2012-09-30 04:00:00 214

Cno)XMBaHHS enekTpoeHeprii NiANPNEMOCTBOM
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Puc. 2. Bizyauizanis HaGopy 1aHHX MOJIOK03aBO1Y

Konseprariisi ekciepuMmeHTanbHuX Mozeneit y popmar CoreML mpoBommiacst y ¢opmar.mlpackage, sixuit miaTpu-
MyeThes Bepeieto i0S 15 i1 Bumie. KorBepramis excriepuMeHTansHIX Moeneit y ¢popmat Tensorflow Lite mpoBonmmacs
3 BUKOPUCTaHHAM 0i0mioTekn nomatkoBux omeparniit Tensorflow Lite Selected OPS, mo B Teopii Mae mOKpammiTH SKicTh
KOHBepTaIlii mapiB Mozei y MoOinbHUH hopmat. BukopucTaHHS T0JaTKOBUX OTepaiiil moTpedye 3arydeHHsT JOIATKOBOT
6i6miorekn TensorFlowLiteSelectTfOps y MoOinbHOMY mOmAaTKy i Ha MaHW MOMEHT II€ POOHTH HEMOXKIIMBHM 3aITyCK
IBOTO JIONATKy Ha CHMYJISATOpPi MoOLTEHOTO TpucTporo iPhone, Tak sk BOHa He Mae HOTO MIATPUMKH apXiTEKTypH 10S-
armo64-simulator [16] i mOTpiOHO BUKOPHUCTOBYBATH peaJbHUAN IPUCTPIii.

[Ipu TectyBanHi 0OumBa GpopmaT Mozeli BUKoHyBaimn obduncineras Ha CPU, BuUKoHaTH 3aIryck Mopesel Ha mporie-
copi Neural Engine monpu KopekTHI HalamTyBaHHS HE BAayiocs. /lane MuTaHHA BapTO PO3TITHYTH B HACTYITHUX ITyOIi-
KallisiX, TaK SK e MOXe JONOMOrTH po3BaHTaxxuTH CPU Ta moKpamuTy NpogyKTUBHICTb.

MoO0inpHUH AONATOK TSI TECTYBaHHS MOJIENIel BHKOPHUCTOBYE 3aBYaCHO KCIIOPTOBaHI y (hOpMAT.CSV TECTOBI JaHi s
MIPOTHO3IB Ta BUBOAWUTH Bi3yalli3allilo MPOTHO30BAHMUX Ta (DaKTHYHMX JaHUX Y BUIJISAAL JiHIHHOI miarpamu. Jins omiHkn
npoxykTuBHOCTI Mozmeni CoreML BukoprcToBYBaBcsi BOymoBaHmit Xcode makeT iHCTpyMeHTIB Instruments, mo 103Bo-
JIi€ OTPUMATH TTOKa3HUKH BIKOPUCTAHOI ITaM’ T, JaHI PO MIBUAKICTH HaJaHHS MPOTHO3Y. [ OMiHKY MPOTyKTUBHOCTI
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Tabmmis 3
Onuc MmporpamMHoro 3a0e3MeuyeHHs Ta l'lpl/ICT])O.l.B EKCIIEPUMEHTY
IHCTpYMeHTH HABYAHHSA Ta KOHBepTauii MojeJeii
Hasga Bepcis Onuc
Python 3.7 OcHoBHa MOBa nporpaMmyBaHHs cepenosuina Colaboratory mst B3aemonii 3 Tensorflow
Tensorflow 2.12.0 DpeiiMBOpK HaBUaHHS MOJEIeH
CoreMLTools 7.2 bibnioreka 1u1s koHBepraii mozeneii y popmar CoreML
Colaboratory 1.2.0 XMmapHuit cepBic 11 HaB4aHHs MOJIeIel MAIIMHHOTO HABYaHHS
IHcTpyMeHTH PO3pO6KH MOGIJILHOIO 10JATKY
Hasa Bepcisn Onuc
Xcode 15.4 Cepena po3poOku MoOUTBLHUX oaaTKiB 10S
Swift 5 Moga mporpamyBaHHs
SwiftUI 5.0 BiGmiorexa po3pobku rpadidnoro inTepdeiicy mis npuctpois Apple
Tensorflow Lite 2.13.0 BibmioTeka 3amycky mozeneit Tensorflow Lite

Jonomixna 6idnioreka 1o Tensorflow Lite aust miaTpumku onepartiii, 1o He miATPUMYIOTbCS

TensorFlowLiteSelectTfOps 2.17.0 .
OCHOBHOIO 0i01i0TEKOI0

Charts 5.0 bibnioreka crBopenns rpadikis y SwiftUl
CoreML 7.0 biGmioreka 3amycky mozneineit CoreML Ha npuctposix Apple
i0S 18.2.1 OnepariiifHa ciucteMa MOOUTBHOTO IPUCTPOIO
TecToBuil mpUCTPiii 15 Pro Max Ipuctpiii as 3amycky mozeneit ML

Tabmus 4
CTpyKTypa ekcriepuMeHTaIbLHOT Mo eJIi
Ilap IMapameTrpu
InputLayer (24, 1)
LSTM 200, activation="relu’
Dense 100, activation="relu’
Dropout 0.1
Dense 1
Tabmuis 5
A3C Mo10K03aB0O
CoreML TFLite CoreML TFLite
RMSE, (xBt\rox) 3.386 3.386 28.439 28.439
RMSE o4 (kBT\ron) 3.386 3.386 28.439 28.439
RMSE, (%) 0 0 0 0
RAM (M0) 20-22 15-17 20-21 15-16
CPU BHUCOKHIA BHCOKHIA BHUCOKHIA BUCOKHI
TS nominal nominal nominal nominal
Lavg (MC) 0,0256 0,0476 0.0265 0.0503
S (x0) 752 738 750 738

Mmozeni Tensorflow BukoprcTOByBaBCSl KOMOIHOBaHMHM TiJIXif 3 BUKOpucTaHHsIM Xcode Instuments Ta gomaTkoBUX QyHK-
it y xoxi 3 Busmkamu DispatchTime.now() 1uist OTpUMaHHS MIBUAKOCTI HaAaHHs IPOTHO3Y, a/pKe I TaHi U1 MoJeen
Tensorflow y Instruments Bixcyrhi. st nigpaxyaky RMSE Oyna BuKoprcTaHa caMocTiiiHO peanizoBaHa (YHKIIS, 10
aHajoriyHa gyHkuii 3 makery Tensorflow. Pe3ynsrarn BuMipiB HaBeneHi y Tabmumi 5.

VY pesynbrari po3paxyHky RMSE, Oyiio BUSBIIEHO, 1110 KOHBEPTOBaHI MOJIEINI HE BTPATHIIN TOYHICTH TPOTHO31B Y TIOPiB-
HSIHHI 3 IX OpUTiHAJIAMH.

Bisyaizanii HafaHUX MPOTHO3IB 3 (JaKTHYHUMHU TECTOBUMH JaHUMU 3 Habopy maHnx A3C mMokasyloTh, 110 POTHO-
30BaHi JIaHi IPaBWJIBHO BiATBOPIOIOTH peasibHy HUKIIYHICTh CIOKHUBAHHS eseKTpoeHeprii. [Ipukiamy Bizyamizamii s
Habopy manux A3C HaBezneHi Ha pucyHKax 3 Ta 4, jursg Habopy JaHUX MOJIOKO3aBOJIy Ha PUCYHKax 5 Ta 6. Bizyamizarmii
HaJaHI y MacmTabax OfHi€el 100U Ta OHOTO TIDKHS LTS AeMOHCTpamii ukmigHocTi. ['padiku nporuosi Tensorflow Lite
ta CoreML criiBnagarors, ke MaloTh OJJHAKOBY TOYHICTb.

BucnoBku

B pesynbrari OIiHKM KOHBEPTOBaHHUX Y MOOIIbHI (hopMaTH Mojiesiel KOPOTKOCTPOKOBOTO IPOTHO3YBAaHHS PiBHS CIIO-
JKMBAHHS eJIEKTPOEHEPTii JUIst Majioro 00’ ekra iHpPacTPyKTypH Ta MiJIPHEMCTBA 3 3aKPUTUM THIIOM BHPOOHUIITBA OyJI0
OTPUMAaHO PE3yJIbTATH, 110 MiITBEP/UKYIOTh MOMJIUBICTh BUKOPHCTAHHS TAaKUX MOJENCH SK YaCTWHH MiJICUCTEMH TpO-
THO3YBaHHS JUIsl CHCTEMH yNpaBiiHH MM 3 BUKOpUCTaHHAM neprudepiiiHnX o04rciIeHs Ha MOOUTBHUX MPUCTPOsiX. Jlist
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Habopy naanx A3C Ta HabOpy JaHWX MOJIOKO3aBOAY 3HIDKCHHS TOYHOCTI KOHBEPTOBAHO! MOJIENi y TOPIBHIHHI 3 OpH-
TiHaTBPHIMHA MoJelsIMu 3adikcoBano He Oymo sk aist Tensorflow Lite, Tak i CoreML. Lle 10BOAUTE MOXKIIHBICTB 3aCTO-
cyBaHHs MOOiTEHIUX ML-Mozene#l y miacucTeMi MpOTHO3YBaHHA 3 iX pO3MIIIEHHSIM Ha nepudepiitHnX MOOUTFHUX MpH-
CTposix 0e3 BUKOPHUCTAHHS XMapHHUX PECypciB Ui HaJaHHA MpOrHO3iB. Bei Mozeni micist koHBepTallii Majli BiTHOCHO
HeBenukuii po3mip — Bix 700 mo 800 kimobaiiT, o J03BOJISAE IX BUKOPUCTAHHS HA OyIb-SIKAX CyMiCHUX MOOLTBHUX IIPH-
cTposix. PiBeHp CIIOKMBaHHS OTIEPATUBHOI MaM SATi MPH 3aBaHTAKEHHI MOJIENi Ta BUKOHAHHI TPOTHO31B KOJMBABCA Bif
16 mo 22 merabaiT, 10 € HE3HAYHUM YUCIIOM Y TIOPIBHSIHHI 3 3arajbHOI0 KUTBKICTIO ONEPaTUBHOI IaM’sTi, III0 JOCTYITHA
Ha CyYaCHHX MOOUTBHUX TPUCTposx. I1ix gac BUKOHAHHS MPOTHO3Y OOMIBA THIM MOJEIEH CTBOPIOBATH KOPOTKOYACHE
BHCOKE HaBaHTAXKEHHS Ha LIEHTPAJIbHUI IIPOLIECOP NPUCTPOIO, [0 HE CIPUYMHUIIO HArPiBy HPHCTPOIO 1 € JOIYCTUMHUM.
[IBuaKicTs HaZAaHHS MPOTHO3IB Moxe MU ckiagaia Bix 0.256 mo 0.503 mc Ha 1 mporHO3, M0 J03BOJISIE BUKOPHCTOBY-
BaTH JIaH1 MOZENI y pexumMi peansHoro dacy. Moaeni CoreML noka3zanu Kpaiiy IpoayKTUBHICTE — B cepeqHboMy Ha 50 %
IIBU/IIE HAaJaHHS MIPOTHO3IB, B TOH ke yac moxenmi Tensorflow Lite MmoxyTs Oyt BuKopucTasi sk Ha Android, Tak i Ha
10S 1 moxa3anu MEHIINH piBEHb CIIOKMBAHHS OnepaTuBHOI mam’ati. Ha sxanp, BOynoBani ¢pyHKIii Xcode HE JO3BOIIIOTH
TOYHO OLIIHUTH BIUIMB 3aITyCKy MoJieiel Ha PiBeHb BUKOPHUCTAHHS 3apsly aKyMyJsTopa, ajie 3a MOKa3HUKaMH BUKOPHC-
tanHs CPU Ta piBHeM HarpiBy MpHCTPOIO0 MOXKHA 3pOOUTH MPUIYIICHHS, [0 BIUTUB 3HAXOMUTHCA Ha PiBHI 3BHYAHUX
MOOIITBHUX TOJATKIB.
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IHTEJEKTYAJIbHA CUCTEMA NIATPUMKHU NPUMHATTS
CTPATEITYHHUX PINEHD BINCHKOBOI'O MIPU3HAYEHHS

Ilpobnema cmeopenns iHmeneKmyanbHux iHQOPMAYIUHUX MEXHOLO02IN Y GiliCbKOGIl cqhepi akmyanibHa i c80€4ACHA,
OCKINbKU NPAKMUYHO 8i0CYMHA MemooudHa 6aza ma mMemoOoono2iuHi OCHO8U CMBOPEHHSA IHMeNeKmyalbHux iHgopma-
YIUHUX MexHOoN02il. Yeniune nposedennst ICbKO8UX onepayiil nompebye c60€UACH020 KOMNILEKCHO20 THOPMAYIUHO20
3a0e3neuents 6008UX Oill, WO 8HCE HEMONCIUBO De3 CYUACHUX THINENeKMY ANbHUX THPOPMAYIHUX MEXHON02Il, 30Kpema
iHMeNneKmyanbHux cucmem niOMpUMKY NPULHAMMA piluetb.

B oaniii cmammi 0ns Oinbw 3po3yminoco 3micmy npuiiHAmMO20 piuleHHs NPONOHYEMbCA BUKOPUCTOBY8AMU KOMOI-
HOBaHULL NIOXIO HA OCHOBI (DPetimosill CmpyKmypi Mooeni NOOAHHS 3HAHb 3 BUKOPUCHIAHHAM NPOOYKYIUHUX npasu. [ns
OMPUMAHHS NOMENYIUHO KPAWoi anbmepHamueu onepamueHo2o GiliCbKOB020 pilleHHs NPONOHYEMbCS CXeMAa MEXAHIZMY
HeYimKo20 102i4H020 UBCOCHHS 3 36ANCEHUMU KOHCEKGEHMAMU, MOOMO 3 GUKOPUCMAHHAM CHYNEHI8 00CMOGIPHOCMI
ma gaxcausocmi 3uans. Cxema 6KOUAE onepayii: popmysanus 0cHo8U NPagul CUCEMU HEYIMKO20 JI02IYHO20 8uge-
O€HHsl;, NepemeopPeHHs XIOHUX 3MIHHUX V 3HAYEHHs (DYHKYIU NPUHANE)’CHOCT eleMeHmi8 HeUIimKUX MHOJNCUH 6XIOHUX
JIIHEGICMUYHUX 3MIHHUX, NOPIGHSAHHS 3HAYEeHb (DYHKYIU NPUHALEHCHOCI DIZHUX GXIOHUX 3MIHHUX OJi OMPUMAHHS 642U
KOJICHO20 NPABUNA; GUSHAYEHHS NOYAMKOBUX HEUIMKUX 3HAYEHb 3 KOJCHO20 NPAGUId, NepemEOpeHHs 3Ha4eHb YHKYIU
NPUHANIEHCHOCIMT BUXIOHUX 3MIHHUX ) 8UXiOHe 3HauenHsA. [Ipodykyitini npasuia euoaroms 3posymiie iticbKOBUM NOSACHEH-
HA, WO 6KII0YAE NepeniK 03HAK, 3 YPAXY8AHHAM AKUX POPpMYEMbCs nomenyilino kpauje silicbkose piutenns. Cnocié nooan-
HSl HeUimKUX 3HAHb K HeUimKUX npooyKYIUHUX NPAasul Cb0200HI € HaUOLIbw YHieepcaroHum. TIputinamms nomenyiuHo
Kpaujo2o 8ilicbKo8020 pilents 8 yMosax 06otosux Oitl UMA2ae 36AXHCeHOI eKCnepmHoi OYiHKU 3 YPaXy8aHHAM MAKCUMATb-
HO MOJCIUBOT OJ14 NOCMABIeHOl 3a0aui KilbKOCMI YUHHUKIB, WO 00YMOGIEeHO MONCIUsIiCcIio ix gopmanizayii 3a ymosu
HAA6HOCMI eKcnepmia y 8I0N0BIOHI npedmemHil 0baacmi 8ilicbKogill cghepi

Knrouoei cnoea: onepamusne giticoxkoge ynpasnints, ICIIIIP siticbkooeo npusnaueHHs, (hpetimosa mooens NOOAHHs
3HAMb, NPOOYKYIHI NPABULA, CXeMA JO2IYHO20 BUBCOCHHS I3 36ANCEHUMU KOHCEKGEHMAMU.
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INTELLECTUAL SYSTEM FOR SUPPORTING STRATEGIC DECISIONS OF MILITARY PURPOSE

The problem of creating intelligent information technologies in the military sphere is relevant and timely, since there
is practically no methodological base and methodological foundations for creating intelligent information technologies.
Successful military operations require timely comprehensive information support for combat operations, which
is no longer possible without modern intelligent information technologies, in particular intelligent decision support
systems. In this article, for a more understandable content of the decision, it is proposed to use a combined approach
based on the frame structure of the knowledge representation model using production rules. To obtain a potentially
better alternative to an operational military decision, a scheme of a fuzzy logical inference mechanism with weighted
consequences is proposed, i.e. using degrees of reliability and importance of knowledge. The scheme includes operations:
forming the basis of the rules of the fuzzy logical inference system, transforming input variables into values of membership
functions of elements of fuzzy sets of input linguistic variables, comparing the values of membership functions of different
input variables to obtain the weight of each rule; determination of initial fuzzy values from each rule; transformation
of values of membership functions of initial variables into initial value. Production rules give an explanation understandable
to the military, which includes a list of features, taking into account which a potentially better military decision is formed.
The method of presenting fuzzy knowledge as fuzzy production rules is the most universal today. Making a potentially
better military decision in combat conditions requires a weighted expert assessment taking into account the maximum
possible number of factors for the task, which is due to the possibility of their formalization provided that there are experts
in the relevant subject area of the military sphere

Key words: operational military management, IDSS for military purposes, frame model of knowledge representation,
production rules, logical inference scheme with weighted consequences.

IMocranoBka npoodsiemMu

Hogi ¢opmu Ta MeTOM BeJieHHs1 O0MOBHX i XapaKTepHU3yIOThCS CYTTEBHM 3pOCTAHHSIM POJIi IHTEICKTYalIbHUX iHPOP-
MAIIfHUX TEXHOJIOTIH, SIKi BXKE IIMPOKO 3aCTOCOBYIOTHCS B CHCTEMaX 030pOEHHS Ta YIIPABIIHHS BiiChKaMH. YCITIIIHE
MPOBEICHHS BIHCHKOBHUX OTepalliii moTpedye CBOEYACHOTO KOMILJICKCHOTO iH()OpMAIiHHOTO 3a0e3eUeHHsT O0HOBHX i,
110 BXK€ HEMOXKJIMBO 0€3 Cy4aCHHX IHTEJCKTyalbHUX 1H()OPMAIIMHUX TEXHOJOTIH, SKI MOXKYTh 3a0e3MeuyBaTu:

— OTpUMaHHS MOBHOI MOIH()OPMOBAHOCTI PO MPOTHBHHUKA Ta HOTO T,

— 37aTHICTh e()EKTUBHO KEPYBATH BIICHKOBHMH MIAPO3IITAMU Ta CUCTEMaMHU 030pPOEHHS BICHKOBOTO Ta CIICIlialb-
HOTO NPHU3HAYCHHS;

— TiJBHIICHHS 00H0BOT FOTOBHOCTI Ta KHBYYOCTI BINCHKOBUX ITiAPO3ILTIB;

—  TiJBHIICHHS ONEPAaTHBHOCTI Ta CHHXPOHHOCTI YIPABIIHHS BIICBKOBUMH ITiJIPO3/IIaMHU;

— 3a0e3Me4yeHHs] BUCOKOTO TeMITy BEICHHsI Onepallii i BUCOKY HMOBIPHICTb TIOPa3KH MPOTUBHHKA.

OCHOBHUMH IIJSIMU BITPOBA/DKEHHS CYYaCHHUX THTENEKTYaJIbHUX 1H()OPMAIIITHUX TEXHONOTIH AJIsl BUKOPUCTAHHS 1X
y BiliCBKOBI#t cdepi €:

— 3abe3me4eHHs CTIHKOCTI, 6e31epepBHOCTI, ONIEPATUBHOCTI Ta CKPUTHOCTI YITPABIIiHHSI BIliCBKOBUMH MiPO3/IiIaMU
B OyIb-KHX yMOBax OOHOBHX [il;

— 3abe3mne4yeHHs HeOOXIHOT IKOCTI B3a€MOIIT pH BeJIeHHI O0HOBUX /i, B TOMY YHCI y CKJIai MKBUIOBHX yIpy-
MMOBaHb BIHCHKOBHUX IiAPO3/ILTIB;

— 3abe3nedeHHs Oe3neku iHpopMaliiHoro oOMiny, 3axuieHocti Bix PEB;

— 3a0e3me4yeHHs OnepaTuBHOCTI 300py, 00poOKH Ta 0OMiHy nanumu [1, 2].
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[IpoTe choroHI MPAKTHYHO BiICYTHS METOINYHA Oa3a Ta METOJOJIOTiYHI OCHOBH CTBOPEHHS iHTEIEKTyaTIbHIX iH(DOP-
MAIliifHIX TEXHOJOTiH y BiHiCHKOBIH cdepi. 3BincH, mpodieMa CTBOPEHHS IHTEIEKTyadbHHX 1H(QOPMAIIfHUX TEXHOIO-
il y BilicpKOBil c(epi akTyanpHa i cBoeyacHa. Cepel iHTEIEKTyaqbHUX 1H(GOPMALIHHIX CHCTEM BAKIIMBE 3HAYCHHS
Mae po3poOKa Ta BUKOPUCTAHHA y MPOBEACHHI OOWOBHX Hi iHTENEKTyal bHI CHCTEMHU MIATPUMKH NPHHHATTS PINICHb
(ICTIIIP) BiificbKOBOTO TTPU3HAYCHHS.

DopMyJTIOBAHHS METH A0CTi/IKEeHHS

OcranHiM yacoM s NMiarHOCTHKH Ta mporHo3yBaHHS B ICIIIIP mocuTh mommpeHe 3acTOCYBaHHS INTYYHHUX
HeHpoHHUX Mepex. OFHAK CIIiT MaTH Ha yBasi, IO B OCHOBI MPHUHHITTA pIlIeHHS B HHUX JEKUTH OOYMCIIOBAaIbHA
mpoueaypa, sika IpyHTYEThCS Ha TIEPETBOPEHHI BXITHUX Koe(ili€HTIB O3HaK. BiAmoBifHO, BOHH € «JOpHOIO abo
CipOI0 CKPUHBKOIO», III0 HE O3BOJISIE BIHCHKOBIM OTPHMYBATH IMOSICHEHHS PIIICHHA, IO BUAAETHCA. B AKOCTI Bapi-
aHTa BUXOY i3 Ii€i CUTYyaIlil MPOTOHY€ETHCS BHKOPUCTOBYBAaTH KOMOIHOBaHHH ITi/IXi/1 HA OCHOBI (GpeMOBOI CTPYKTYPi
Mozneni moganus 3HaHb (MII3) 3 BUKopuCTaHHAM MPOAYKIiHHUX mpaBwil. [IpoaykmiitHi mpaBmiia BUIAIOTE 3p0o3yMiie
BiIfICBKOBHM TOSICHEHHSI, III0 BKITIOYAE TIEPETiK 03HAK, 3 YPaXyBaHHAM KX (HOPMYETHCS MMOTEHIIHHO KpaIe BiiichKoBe
pimenss. Ciix 3a3HaYNATH, IO CIIOCIO MOJAHHS HEUITKUX 3HAHD SIK HEUITKUX MPOTYKI[IHHUX MPABUI € CHOTOIHI Haii-
OimpII yHIBEpCaTbHUH.

AHaJIi3 ocTaHHIX AocTizKeHb i myOmikaniii

[Ipu BU3HAUEHHI ONTHMATHHOTO BapiaHTa BUPIMICHHAS Ti€l M 1HIIOI MPOOIeMH, 10 BUHUKAE B Till uM iHIIH cepi
TiSUTBPHOCTI JIIONWMHHU, 30KpeMa BIHCHKOBIH, 3a3BHYail JOBOIWTHCS BPAxXOBYBaTH BEIUKY KITBKICTh HEBH3HAYCHHX
i cynepeunuBux (GakTopiB. HeBH3HaUEHICTH € HEBil'€MHOIO YAaCTHHOIO MPOIIECIB MPUHHATTS pillieHb OiabIIocTi chep
TisTBHOCTI TIOAUHN. HeBU3Ha4YeHICTh MOB’s13aHa, HacaMIiepe I, 3 HEIMOBHOTOIO 3HAHHS MPOoOIeMH, Yepes3 IKy Mae OyTu
MIPUHHATE PIIIEHHS i HEMOXXIJIMBICTIO MMOBHOTO OONIKY peaxilii JOBKLIIA, TOOTO mOTo4HOI cutyamii. CynepewinBicTh
BHHHUKA€ Yepe3 HEOTHO3ZHAYHICTH OLIHKH CUTYAIlill, TOMIJIKH Y BHOOPi MPiOPUTETIB, 10, 3PEIITOI0, CHIIHBHO YCKIAIHIOE
MPUHHATTA pimeHb. | TyT Halle()eKTUBHIMIMM IHCTPYMEHTOM MPHHHATTS MOTEHIIHHO KPAI[OTO PIlIeHHS € pi3HOMa-
HITHI iHTeNnekTyanpHi iHpopmamniiiHi cuctemu (I1C), 30kpema, iHTeNeKTyaabHi CHCTEMH M ATPUMKHI IPUHHATTS PillieHb
(ICTIITP) (IDSS — Intelligent Decision Support System) [3—6]. 3amydenns IIC € eheKTHBHUM iIHCTPYMEHTOM CHCTEM-
HOTO aHaji3y Ta MPOTHO3YBaHHS PO3BHUTKY BiChKOBHX omepariii. Heobximnicte 3actocyBanus [CIIIIP BiiicbkoBOTO
MpU3HaYeHHS 00yMOBIIEHA THM, IO MPW MPHUHHATTI CTPATETiYHUX BIHCHKOBHUX PIlIEHb BPaXOBYIOTHCSA (DAKTOpH, IIO
cmabko popmymo3yioTees. Kpim Toro, mpu yxXBajeHHI ITMX PillleHb BUHUKA€E Mpobiema OararokpurepianpHOCTI. Ha
pasi Bukopuctanusa [CIIIP myxe BakimuBe y BilfichbKOBil cdepi, A€ B pe3ynpTari MEBHUX aHANITHYHHUX Ta JOTI9HUX
MPOLEAYp MOTPIOHO OTPUMYBATH B peallbHOMY 4Yaci HeoOXiiHe cTpareriyne BilicbkoBe pimeHHs [7-9]. Ha puc. 1 HaBe-
neHo y3arainpHeHy cTpykrypy ICIIIIP BilicbKOBOTO MpM3HAYEHHS IS YXBaJICHHS MOTCHIIHO KPAIINX CTPATeTidHIX
BIMICBKOBUX pileHb. AJNTOPUTM MPUHHATTSA MOTEHLIHHO Kpamoro crparerignoro pimenas (IIKCP) Bim3nauennit Ha
puc. 1 WMTPUX-yHKTHPHOIO JiHIETO.

h‘onosm‘i LIeHTp YTIPaBIiHHA bofioBrmMu niamj
i

¥ ¥ H
IHTeNeKTya TbHHH iHTepdeiic
IToTo4Ha | ! M Crparermane
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Minchcrema | Tlporpamma || [ rrinepcrema
reHepauu III,Z[CHCTeMa otl— ‘Ior‘i‘IHOl'O
aTbTepPHATHB Ta : BHBEIeHHS
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[ EBomoniiHa 6asa |
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| I
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Puc. 1. Crpykrypa ICIIIP BilicbkoBOro npusHavyeHHs1
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Hagenena na puc. 1 crpykrypa ICIIIIP BilickkoBOTO TpH3HAUYSHHS 3a0e3Medye B Iiano3i 3 eKcIiepTaMi BiiiChKOBOT
cepr aBTOMATH30BaHE HAJTANITYBAaHHSA Ha 007acTi BIiCEKOBOI c(hepH MUIIXOM BBEICHHS B CHCTEMY OCHOBHUX ITOHSTB,
aTpuOyTiB, iX MOKJIMBHUX 3HAYCHb, 3B A3KiB MK HIMH, a TAKOXK THITIB MOJKJIMBHUX CHUTYyallill, XapaKTEPHUX IS OKPEMHX
obmacTteii BilicekoBOi cepu. basza 3nHanp (b3) Bm3Hauaetpes sk MII3. Cuix migkpecnutn, mo po3podka MII3 e Haii-
CKJIATHIIIAM €TaIoM, «By3bKHM MiCIIEM» CTBOPEHHS OyIb-IKHX IHTEIEKTyalbHUX cucTeM, 30kpema i ICIIIIP Biiicbko-
BOTO IPU3HAYCHHS.

Pimenns 3agaui

[IpuiAHATTS MOTEHIIIITHO KPAIIoro BiiCEKOBOTO PIillIEHHs B yMOBaX OOHOBHX /il BUMarae 3BayKEHOI eKCTIEPTHOI OI[iHKI
3 ypaxyBaHHSIM MaKCHMAaJIbHO MOKIIMBOI JJIS IOCTABJICHOT 3a/1a4i KiTbKOCTI YHHHHKIB, [0 0OYMOBICHO MOKIIUBICTIO 1X
(opmarmizarii 32 yMOBH HasBHOCTI €KCHEPTIB y BiAMOBiAHIN mpeaMeTHill oOmacTi BificbKOBiH cdepi. Sk 3a3Hagamocs
BHIIE y Wiit cTarTi nmpomnoHyeThes Oymysatu [CIITIP BiificbkOBOTO MPU3HAYCHHS 3 YPaxXyBaHHAM CXEMH HEUiTKOTO JIOTi-
Horo BuBeneHHs [10].

3TigHO 3alPONOHOBAHOTO BHIIE KOMOiHOBaHOTO Migxoxy Ao modynosu MII3 mms ICTIIIP BificbKOBOTO MpHU3HAUYEHHS
(puc. 1) mpomoHyeThCS cXeMa MeXaHi3My HEYITKOTO JIOTI9HOTO BUBECHHS 13 3BAYKEHUMH KOHCEKBEHTAaMH, TOOTO 3 BUKO-
PHUCTaHHSAM CTYTICHIB TOCTOBIPHOCTI Ta BaXKIIMBOCTI 3HaHb. CXeMa MEeXaHi3My HEYiTKOTO JIOTIYHOTO BUBEACHHS 13 3BaKe-
HUMH KOHCEKBEHTAaMH, OCHOBY SIKOTO CTAHOBUTH KOMITO3HIIiiHE IIPaBMIIO 3a/1e, pecTaBieHa Ha puc. 2. Komnoswumiiine
MIPaBHJIO BUBEACHHS 3a/ie TPAKTYETHCS HACTYITHIM YHHOM: SIKIIIO BiTOMO HEUITKE BiTHOMICHHS MK BX1IHOIO (X) 1 BUXi-

HOTO (V) 3MIHHHMH, TO TIPH HEYITKOMY 3HAYEHHI BXiJHOI 3MiHHOT X = A, HewiTKe 3HAYEHHs BUXiIHOI 3MiHHOI BU3HAYa-
€TBCS TAK:

y=4°R,

JI€ o — 3HAaK MAKCHMWHHOI KOMITO3HIII.

Mogens mopaHHA SHAHE

B

Baza gamm Baza mpasmmn

- Bnox En o
B L 0K  Brmdpmi
aaimmi | Pasudikani medasndisai | i

L]
.
Bnox
Bnok arperarnii AKYMYILALEL

f

Brox

» TIPIGIHATIA
pilresns

Puc. 2. Cxema MexaHiZMy He4iTKOIO JIOTiYHOT0 BUBEIE€HHS

CxeMa BKJIFOYA€ HACTYITHI OIepalrii:

— (QopMyBaHHSI OCHOBH ITPaBUJI CHCTEMH HEUITKOTO JIOTTYHOTO BUBECHHS;

— TEpeTBOPEHHS BXIJHUX 3MIHHHUX Yy 3HAYeHHS (QYHKIIH NMPUHAIEKHOCTI €NEMEHTIB HEUITKUX MHOKHH BXIJHUX
JIHTBICTUYHUX 3MIHHUX ((asudikaris);

— TIOpIBHSIHHS 3Ha4€Hb (PYHKIIH MPUHAIEKHOCTI PI3HUX BXIJHUX 3MIHHHX JUIs OTPUMAaHHS Bard KO)KHOTO TIpaBuIIa
(arperyBaHHS);

— BHM3HAUCHHS [TOYAaTKOBHMX HEUITKUX 3HAUCHb 3 KOXKHOTO TpaBHiIa (HAKOITMYCHHS);

— TIepeTBOPEHHS 3Ha4eHb (PYHKIII MPUHANICKHOCTI BUXIHUX 3MIHHUX Y BHXI1/IHE 3HaUeHHS (nedasudikaris).

Jns peanizauii B jaHiii cxemi MexaHismy JioriuHoro BuseneHHst B ICIIIIP BilfickkoBOro mpu3HavyeHHs 3a1al0ThCS
obuncoBabHI GyHKIIIT, SIKi JO3BONISIOTH PO3paxyBarTu:

— CTYNiHb HEBU3HAYCHOCTI aHTELE/ICHTY B Mipy HEBU3HAYEHOCT] HOTO KOMITOHEHTIB;

— CTYNiHb HEBU3HAYECHOCTI HACJIKIB 32 MipaMH HEBU3HAYEHOCTI ITPpaBUIIa Ta MEPEAyMOBH NPaBHJIA;

— CYKYIHHUH CTYMiHb HEBU3HAYEHOCTI TBEP/KEHHSI 11010 3aX0JIiB, BUBEJICHUX 13 TIPaBHJL.

BBeaeHHS CTYIICHS HeBU3HAYCHOCTI TO3BOJISIE TOMOTTHCS 00’ € THAHHS CTYIICHIB JOCTOBIPHOCTI ck, (bakTOpiB BaKIIH-

BOCTI 3HaHHA [, Ta KiIbKOX CBiqYEHS, IO TMiATBEPIKYIOTH a60 CIIPOCTOBYIOTH OIHY i Ty camy Bepcito. Cri 3ayBakuTH,
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10 peai3alis MexaHi3My JIOTIYHOTO BuBeieHH: B b3 BITHBae Ha 3aranbHy CTpATETifo BUBEICHHS: 3 OMHOTO OOKY, HE00-
X1THO TOMOTTHCSI BUKOPHUCTAHHA BCIiX PEJIeBaHTHHUX (DAKTOPIB Ta MPaBUII, 3 1HIIOTO — JOCSTTH OJHOMAHITHOTO Ta OHO-
pa3oBoro iX BITUBY Ha MpPOIlEC yXBaJeHH: pimeHHsA. CuTyaniliHa HeBU3HAYEHICTD y MIPEAMETHii BIIICEKOBIH 00IacTi, K
MHOXHHHUH YWHHUK TPUIHATTS PIIICHHS MIOI0 MOXKIMBOCTI popMaiizamii, Mae OyTH IepeHeceHa B TUIONIIHY MaTeMa-
TUYHHX OOYHCIICHB, IO B JAHOMY BHIIAJKy BIA€THCS 3pOOUTH y BUINLAII 3aCTOCYBaHHSI OCHOBHUX HPHHIMIIB BUKOPHC-
TaHHA MEXAHI3MIB JIOTTYHOTO BUBEIECHHS.

3riHO 3aIpOIIOHOBAHOTO BHUIIE KOMOiHOBaHOTO Tinxony a0 modynosu MII3 ms ICTIIIP BiiicbkoBOTO TpHM3HAYCHHS
PO3TIITHEMO OCHOBHI Horo eneMeHnTH. Bimomo, o ocHOBHUME eneMeHTaMu (ppeiimoBoi MII3 e:

1. VY3arampHeHa miHrBicTHYHA 3MiHHA (ppeiimoBoi MII3, sxa Mae Takuil BUITISI:

o=, T(n), U, G, M), (D

Jie ® — JIIHTBICTHYHA 3MiHHA; 7'(77) — TepM-MHOXKUHA ii 3HaYEHb, K1 SBJISAIOTH COO0I0 HaMEHYBaHHS HEUITKMX 3MIHHUX;
U — obnacth BU3HAUYEHHSI KOXKHOI HEYITKOI 3MIHHOT; G — SIKaCh CHHTaKCHYHA MPOLIEAypa, 10 CIYXXUTh JUIsl PO3IIUPEHHS
MHOKMHU T'(1) TeHepalil HOBUX elleMeHTIB; M — crieliajibHa CeMaHTUYHA TPOLEeypPa, [0 IHTEePIPETy€e 3HAYCHHS JITHT -
BICTUYHOI 3MiHHOT, SIKI YTBOPIOIOTHCS B pe3ylbTaTi BUKOHAHHs mpouenypu G, y HediTKy 3MiHHY, ToOTO, Gpopmye Biamo-
BiJIHY HEYITKY MHOXKHHY.

2. 3uanus A, ¢ppeiimooi MII3 BH3HaUae€ThCS HACTYITHUM YHHOM (IIPUKIIA):

Ak = IF((D]M](H)U] AND ... AND 0)1“1(14)(]1) THEN (Dk},lk(u)Uk (2)

Jie ® — JTIHTBICTHYHA 3MiHHa; W(u) — QyHKIsM nprHanexHocTi; U — o0nacTb BUSHAUCHHS LL(14).
3. Pimenns

R={4,, 4,,..., A}, (AK MHOXXMHA 3HAHb Ay) 3)

Koxwii y3aranpHeHil JiHTBICTUYHIN 3MiHHIN, BU3HAYHIA Ha MHOXXHHI 3HAYCHb BXiTHHUX MAapaMeTpiB OJHO3HAYHO
CTaBUTHMEMO Y Bi/IITOBIIHICTH €IEMEHTH MHOXHHH (haKTOpiB H0cTOBipHOCTI C% Ta eeMEHTH MHOXHHH (DaKTOPIB BaXk-
TMBOCTI 3HAHHS /. 3HAUCHHS A, BU3HaYae eKCIepT i popmatizye imKeHep 3a 3HaHHIMH, (K i / — BiIIOBiIHO, T AMHOKUHH
B paMKax MHOXXHHHU (PaKTOPIB 71), TIPUIOMY:

ch 1 =(0, 1]. 4)

OcCKisIbKY y ITpoOBeJICHH]I 00HOBUX A1l IPUCYTHI SIBHI HEYiTKI IPUYMHHO-HACIIIAKOBI 3B’SI3KH, OUIBII MPOCTHM 1 ehek-
TUBHUM BapiaHToM 1mo0ynoBu MII3 € koMOiHOBaHHMH MiAXia HA OCHOBI (PPEHMOBIN CTPYKTYpPi MOJEII 3HAHD 3 BUKOPHC-
TaHHSIM MPOAYKIIHHUX MMPaBWJI, KU Tependadae Takuil Ccroci® opraHizailii 00YHCITIOBAIBLHOTO MPOIIECY, MPH SKOMY
nporpama neperBopeHHs iHdopmaniiinol crpykrypu MII3 3aia€eThest y BUNISLII CUCTEMH TPOAYKIIHHUX MPABHII BUAY:
«YmoBa (Antecedent) — Hacmigok (Consequent)»[10]. TIpomykitifiHi mpaBuia MOJETIIYIOTh YTBOPEHHS MOSCHEHB,
pe3yibTaTi OTPUMaHUX BUCHOBKIB Ta PO3paxyHKiB. BoHM MOXYTh ONpanboByBaTH HE3aIuIaHOBaHI, ajie KOPUCHI B3aEMO-
Iii. [HIIMME clI0BaMK, BOHM MOXKYTh BUKOPHCTATH MOPIIiI0 3HAHb, KOJIH I HEOOXiIHO.

3BiJICH, EKCTIEPTHI 3HAHHS TPO BUOIp PIlIEHHS MPEICTABISATUMEMO Y BHUIVISAAI MHOXHHHU HEUITKUX JIHIBICTUYHHX
BHUCJIOBJIFOBaHb, PIBHOTO:

A = (IF (o, THEN B,) AND ... AND (o, THEN pB), (5)

e o,; — y3arajbHeHa JIIHIBICTUYHA 3MiHHA, BU3HAU€HA HA MHOKUHI 3HaUCHb BXIJJHUX [IapaMeTpiB; [3; — y3arajabHeHa JIiHI-
BICTMYHA 3MiHHA, BU3HAYCHA HA MHOJKHHI 3HAaYE€Hb BUXITHUX MTapaMeTpiB.

CyTb MexaHi3My JIOTIYHOTO BUBEICHHS B JAHOMY BHITQ/IKY ITOJISITAE Y BU3HAYEHHI 3aJICKHOCTI 3MIHHOT 3 Bit BiJIOBi -
HOTO 3HAYEHHS 0L 3 ypaxyBaHHAM (pakropy poctosipuocti C, i haxTopy BaxuBoCTi 3HaHHS ).

Takum unHOM, JUTSI BAKOPHCTAHHS MEXaHi3My IPOILEIypH HEUITKOTO JIOTTYHOTO BUBEACHHS HEOOX1/THO pO3B’s13aTh JBi
TakKi 3ajadi:

1. HeoOximHO moOymyBaTu JesiKe BiJOOpaKEHHS, 3a TOTIOMOTOK YO0 3HAYCHHSI [3 OTrOJIOIICHOT HEUiTKOI 3MIHHOT 0
CTaBUTHCS B OIHO3HAYHY BIAMOBIHICTH (QYHKIIT IprHANEKXHOCTI. Lle 3aBaanHs BUPIIIY€eTHCS 3a I0TIOMOTOO TIOBTOPEHHS
(GyHKIIT HaIeKHOCT] HAHOMIKIOT0 0a30BOr0 3HAYCHHS JIIHIBICTUYHOT 3MIHHOI OL.

2. HeoOxiJgHO BU3HAUUTH CTYIIHb ICTHHHOCTI [3 {00 JITHTBICTUYHOTO BUCJIOBIIIOBaHHS O. [laHe 3HAYEHHS CTYIEHS
ICTHHHOCTI EKCIIEPTHUM LUISIXOM BU3HAYAETHCSI HEUITKOIO MHOKHHOIO Ha inTepsadi [0, 1].

OCKIITBKY B3ATTS 10 yBaru (pakTopiB 3 HEJOCTATHIM CTYIEHEM JIOCTOBIPHOCTI MOXKE CTaTH PUUYMHOIO I'eHeparii Hes-
KiCHOTO pillleHHsl, pO3IIAAY Mi/UIAI0ThCSA, K MPaBuiIo, hakTopu 3i 3Hauennsam C', o nepesurrye 0,8.

Cu1ij TakoXK 3a3HAYMTH, 110, OCKUIbKH Yy JaHiii MII3 koxkHIl MpUYKHI BIAMOBIA€ MOSCHEHHSI, Y SIKOMY SIK HACIIIOK
3aKJIaJIeHO TOTOBHMH MeXaHi3M peasizamii i€l MpUYnHH, TO MPOIeAypa 3arajlbHOr0 HEHiTKOTO JIOTIYHOTO BUBE/ICHHS 3Ha-
YHO CHPOLIYETHCS.
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BucHoBku

[IpoGnema cTBOpeHHS IHTEIEKTyaIbHNX 1H(QOPMAIIITHIX TEXHOIOTIH y BICHKOBIH cepi akTyanbHa i CBO€YACHA,
OCKIIBKH TPAKTUYHO BiJICYyTHS METOAMYHA 0a3za Ta METOJOJIOTIYHI OCHOBM CTBOPEHHS IHTEIEKTyalbHUX iH(OpMa-
LHIHHUX TEXHOJIOT1H. YCHilIHe NpOBeeHHS BIHCHKOBHX Ollepalliif moTpedye cBOEYacCHOT0 KOMIIEKCHOTO iH(popMaiii-
HOTo 3a0e3nedeHHs1 00HOBHX JIii, 0 BKE HEMOXKIJIMBO 0€3 CyJacHUX IHTEIEKTyalIbHUX 1H(OPMAIIHHNX TEXHOJIOTIH,
3okpema ICIIIIP. B nawniif crarti 1uis OUIbII 3p03yMITIOro 3MICTY IPUHHATOTO PIilIEHHS IMPOTIOHYETHCS BUKOPHCTO-
ByBaTH KOMOIHOBAHHH ITi/IXi/1 Ha OCHOBI (peiimoBiii cTpykTypi MII3 3 BUKOpHCTaHHIM MPOAYKIIHHNX TpaBwir. s
OTPUMAHHS ITOTEHIIHHO KPaIIoi aJIbTEPHATHBY OIIEPATHBHOTO BilICHKOBOTO PIlICHHS TPOMTOHYETHCS CXEMa MEXaHI3My
HEYITKOTO JIOTIYHOTO BUBEICHHS 13 3BA)KEHUMH KOHCEKBEHTAaMH, TOOTO 3 BUKOPHCTAHHSIM CTYIIEHIB JOCTOBIPHOCTI Ta
BaXJINBOCTI 3HAHb.
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EXPLAINABLE AI: NEW APPROACHES TO INTERPRETABILITY
OF DEEP NEURAL NETWORKS

The relevance of this research is determined by the need to enhance the interpretability of deep learning models
to ensure transparency and user trust in critical domains such as healthcare, finance, and autonomous systems. Despite
the high performance achieved by deep neural networks, their «black-box» nature remains a significant obstacle to their
widespread adoption. Increasing regulatory requirements and societal interest in the ethics of artificial intelligence
underscore the need to develop explainable Al solutions.

This study aims to analyse current methods of deep neural network interpretability, identify their key limitations,
and propose recommendations to improve the efficiency of model applications in real-world settings. A systematic
approach was applied, encompassing literature review, comparative analysis of interpretation methods, and evaluation
of their effectiveness in practical tasks. The study used theoretical and empirical methods to comprehensively address
the issue.

The impact of interpretability on user trust has been examined in critical domains such as healthcare, where Al
decision explanations facilitate diagnostic decision-making, and finance, where transparency reduces conflicts between
clients and organisations. Model-agnostic approaches (e.g., SHAP, LIME), attention mechanisms, and rule-based
explanations were identified as key tools for achieving interpretability. It was found that the main challenges include high
computational costs, difficulty in adapting explanations for non-specialists, and risks associated with data confidentiality.

Recommendations were developed, including the integration of hybrid interpretation methods, adaptation of models
to specific industry requirements, implementation of interpretability monitoring systems, and the creation of user-friendly
explanations. It was demonstrated that such an approach facilitates the effective implementation of deep learning models
in practical systems while maintaining their accuracy.

The prospects for further research lie in the development of new interpretation tools tailored to industry-specific needs
and the creation of standards for assessing the quality of explanations. This will promote the integration of explainable
Al into practical applications and ensure increased user trust in these technologies.

Key words: transparency model, user trust, attention mechanisms, logical algorithms, ethical considerations,
algorithm adaptation, computational challenges.
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Shipnext BV

ORCID: 0009-0007-7510-6757

EXPLAINABLE AI: HOBI IIAXO/JH JO IHTEPIIPETOBAHOCTI
NIMBOKUX HEUPOHHUX MEPE XK

AxmyanoHicms 00CHIONCEHHsT 3YMOGLEHA HEOOXIOHICIIO NIOGUWEHHS [HMEPnPemosanocmi mooeietl 2nuboKo2o
HaguanHs 015 3a0e3neuents nPo30poCmi ma 00BipuU KOPUCHIYBAUIE Y KPUMUYHO GUANCTUBUX 2ALY35X, MAKUX SIK MeOUYUHA,
Ginancu ma asmonommui cucmemu. Hezeascaiouu na eucoxi pesyibmamu, 00CAHYMI 3a O0NOMO2010 2IUOOKUX HeUPOHHUX
mepedxc, IXHI «YOPHULL AWUKY 3ATUMAEMBC CEPUO3HOI0 NePeuKo00io Ol WUPOKO20 304CMOCYBAHHA. 3pOCManHs
pecyIIAMOPHUX 8UMO2 [ CYCNIIbHO20 IHMepecy 00 emuyHOCMI WMYYHO20 IHMeNeKmy NiOKpecaoe HeoOXIOHICMb po38UMKY
NOACHIOBAHO20 WIMYYHO20 THMENEKNY.

Memoto docniodcenHsa € ananiz cyu4acHux memooie iHmepnpemosaHocmi 2UOOKUX HeUPOHHUX Mepexc, GUSHAUEHHS
IXHIX 0CcHOBHUX 0OMedIcenb | pO3POOKA pekoMenoayiil 0 NiOGULYeHHsL eeKMUBHOCI 3ACMOCY8AHNS MOOELEl Y PEATbHUX
ymosax. Y pobomi 3acmocosano cucmemuul nioxio, ssKuil 6KI0UAE AHANI3 TIMepamypHux 0xcepe, NOPIGHIbHULL AHALI3
Memooie inmepnpemayii ma oyiHKy iXuboi epexmuernocmi y npaxmuyrux 3adaiax. Buxopucmano ax meopemuuni, max
i emnipuyHi Memoou, wo 3abe3neyuno ecediune BUCEIMIEeHHs NPodIeMU.

Jlocniosceno enaus inmepnpemosaHocmi Ha 008Iipy KOPUCMYB8AUi8 Yy MaKkux cepax, Ak MeOuyuHda, oe noscHeHHs
pilenb wmy4Ho2o iHmenexmy CHpUsc NPULHAmMmIo OiAeHOCMUYHUX piuleHb, ma QiHancu, de npo3opicmv CHpuse
BHUIICEHHIO KOHQIIKMI6 Midc KiieHmamu 1 opeanizayismu. Bussneno, wo mooenv-acnocmuuni nioxoou (SHAP, LIME),
Mexanizmu ygazu ma 102iuHi npasuia € Kio4o8uUMY iIHCMpyMeHmamu 3abesneuenns inmepnpemosanocmi. OcHOGHUMU
npobnemamu BU3HAYEHO GUCOKI OOUUCTIOBANbHI 8UMpPamu, CKIAOHICmb adanmayii nosicHeHb 00 nomped neghaxisyie
i pusuKuY, nos sa3amni 3 KOHMIOeHYIUHICIIO OAHUX.
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Pospobreno pexomenoayii, saxi exaouaome inmezpayito 2iOpUOHUX Memodie inmepnpemayii, aoanmayiro mooenel
0o cneyuiku 2anyseti, 6npo6AONHCEHHS CUCEM MOHIMOPUHY IHMEPNPEeMOBAHOCI MA CIBOPEHH 3PO3YMINUX NOACHEHb
oL KiHyesux kopucmyesauis. Jlosedeno, wjo maxuil nioxio cnpusic eqpeKmusHOMY 8NPOBAONCCHHIO MOOelell 2UOOKO20
HAUaHHA Yy Npakmuuni cucmemu, sdepicaiouu ixuio mounicmo. Ilepcnekmugu nooanbuiux OOCHIONHCEHb NONAAIOMb
Y pOo3podyi HOBUX IHCMpPYMeHmi inmepnpemayii, Wo 6paxosyloms cneyu@ixy aiysel, ma cmeopeHti cmanoapmie 0s
OYIHKU SAKOCMI NOSICHEHD.

Knrouoei cnosa: npozopicme mooeneti, 008ipa KOpUCHy8auis, Mexaumizmu yeazi, 102i4Hi aieopummu, emudHi acnekmu,
aoanmayisn aneopummie, 0OYUCTIOBAIbHI GUKIUKU.

Problem statement

Deep neural networks are one of the most powerful technologies in modern artificial intelligence, demonstrating
excellent results in image and text processing and forecasting tasks. However, their «black box» poses significant
challenges for scientists and practitioners, as the lack of transparency in the decision-making process raises doubts about
these systems’ reliability and ethical use. This is especially true in industries where mistakes, such as healthcare, finance
or automated control systems, can have serious consequences. Uncertainty about the mechanisms of the models limits
their implementation in critical areas where it is necessary not only to get the right result but also to explain how a
particular decision was made.

Solving this problem is an important scientific and practical task, as the interpretability of artificial intelligence models
contributes to the growth of trust in these technologies, ensures compliance with ethical standards and allows users to more
consciously evaluate the results of algorithms. Research in this area aims to develop explanatory methods that will help better
understand how deep neural networks function and assess the impact of certain factors on decision-making. Thus, increasing
the interpretability of models will facilitate their wider implementation and more efficient use in socially important areas.

Analysis of the latest research and publications

The issue of the explainability of deep neural networks remains an important research topic in the context of the
growing complexity of artificial intelligence. The work of K.Chyzhmar et al. [1] emphasises that information security
requires integrating transparent systems to reduce the risks associated with the uncontrolled use of technology. The results
of their analysis indicate the effectiveness of the adaptation of the explained models in the protection of information
systems. W.Samek et al. [2] investigated methods of explaining deep networks, particularly heatmaps, which allow
for visualising the importance of individual characteristics in decision-making. Their results demonstrate a significant
improvement in understanding the process of model operation, which increases user confidence. A. Adadi and M. Berrada
[3] focused on the role of Explainable Al in medical research. Their review revealed that the interpretability of models
significantly reduces the risk of making erroneous diagnostic decisions by allowing doctors to receive clear explanations
for the results of predictions. C. Rudin [4] justified using interpretable models instead of black boxes. Her research proved
that such approaches provide greater transparency, especially in high-risk industries such as medicine or finance, where
lives or significant resources depend on decisions.

A.B.Arrieta et al. [5] proposed a conceptual classification of XAl that covers the main methods, challenges and
opportunities. They found that the key challenge is the balance between models’ performance and their solutions’
comprehensibility. In turn, E. Tjoa and C. Guan [6] demonstrated how explainable models in the medical field increase
the accuracy of diagnostic decisions and trust in artificial intelligence systems among medical personnel. R. Guidotti et
al. [7] focused on explanation methods for large amounts of data. Their results show that simplifying algorithms ensures
system stability without loss of accuracy. Complementing these conclusions, P.Linardatos, V.Papastefanopoulos, and
S. Kotsiantis [8] emphasise that integrating interpreted models into practical applications can significantly improve their
effectiveness in real-world conditions.

F.Doshi-Velez and B.Kim [9] developed formal criteria for assessing the interpretability of models, which became
the basis for creating standardised approaches in this area. L. H. Gilpin and colleagues [10] considered ways to balance
accuracy and transparency, offering techniques that allow even the most complex models to be understood.

R.Saleem et al. [11] studied global explanation techniques that combine local and global approaches. Their results show
that combined techniques provide better comprehensibility for users with different levels of technical knowledge. P. Angelov
and E. Soares [12] presented an XDNN model demonstrating high performance and adaptability in real-time scenarios.

The work of W.Samek [13] covers the latest advances in the field of explanatory models that contribute to their
reliability in large-scale computing systems. Y.Zhang, P.Tino, A.Leonardis and K.Tang [14] emphasised the need to
develop models that simultaneously provide high transparency and performance, which is critical in big data.

In concluding the review, K. M. Richmond et al. [15] studied the connection between XAI and legal aspects. Their
study confirmed that ethical standards and transparency of decisions are crucial for integrating artificial intelligence into
legal processes.

Research shows significant progress in creating transparent and responsible artificial intelligence systems. Particular
attention is paid to practical results that demonstrate that model interpretability contributes to increased trust, accuracy,
and adaptability in areas such as medicine, law, and big data processing.
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Despite the achievements in ensuring the interpretability of deep neural networks, the issues of their adaptation
to the specifics of tasks and user needs remain unresolved. Existing methods, such as model-agnostic approaches and
feature visualisation mechanisms, have not been sufficiently studied in the context of real-world applications, and high
computational costs and complexity of integration limit their implementation in practical systems. The problem of
adapting explanations to non-specialists also remains relevant, which creates barriers to the widespread use of models.

The impact of interpretability on user confidence remains poorly understood, especially in critical industries such
as medicine or finance. Insufficient attention has been paid to developing comprehensive guidelines that balance model
accuracy and transparency. This study aims to fill these gaps by analysing current methods, identifying limitations, and
developing approaches to improve models’ effectiveness and adaptability in practical settings.

Purpose of the article

This article aims to analyse current approaches to ensuring the interpretability of deep neural networks in the context
of the development of explanatory artificial intelligence and to identify practical possibilities for their application in
critical industries. The study aims to identify effective methods of explaining the operation of models that can increase
their transparency, user trust, and compliance with ethical standards.

The following tasks are set to achieve this goal:

1. To analyse modern methods of ensuring the interpretability of deep neural networks, particularly model-agnostic
approaches and methods of feature visualisation, and to evaluate their effectiveness in real-world applications.

2. To investigate the impact of Al models’ interpretability on user trust in critical areas such as medicine, finance, and
autonomous systems, taking into account technical limitations and challenges in their implementation.

3. To develop recommendations for optimising deep learning models, considering the balance between accuracy,
transparency and adaptation to the practical needs of users.

Presentation of the main material

Despite their high performance in solving complex problems, deep neural networks remain mostly “black boxes”.
This means that the decision-making process remains opaque even for developers, which creates trust problems in such
models in critical industries. To address this problem, methods of ensuring interpretability are being actively developed.
Among the most common approaches are model-agnostic methods that allow analysis of any machine learning algorithms
and feature visualisation methods that allow understanding of how the network processes input data (Table 1).

Table 1
Modern methods of ensuring interpretability of deep neural networks and their practical application
Method How it works Application in practice
LIME method (Local Interpretable | Local explanation of the model’s operation by creating | It is used to explain the classification of images, texts
Model-Agnostic Explanations) simplified linear models for individual forecasts and other data, giving weight to each factor
SHAP method (SHapley Additive Using game theory to determine the contribution It is used in financial systems for risk analysis
exPlanations) of each attribute to the outcome and in medicine to identify key signs of disease
. Visualise areas of images or parts of text that have They are used to diagnose the performance of models
Saliency Maps . R L . .. . . .
the greatest impact on the model’s decisions in computer vision tasks, including medical images
CAM and Grad-CAM (Class Visualisation of activated model layers to identify They are effective in medicine for analysing MRI and
Activation Mapping) significant regions of input data CT images, allowing to detect pathologies at early stages

Source: compiled by the author on the basis of [5; 6; 8].

For example, the LIME method allows for the creation of interpretations for individual predictions, which is particularly
important in the justice or finance sector, where every decision requires justification. SHAP provides a global explanation by
assessing the contribution of each feature, which helps build confidence in predictions in credit scoring systems. Visualisation
methods such as heat maps or Grad-CAM allow us to understand which areas of images or words in the model texts are
considered most important, which helps to identify possible errors or biases [4]. In medical practice, these approaches are
actively used to analyse diagnostic images, such as X-rays or MRI scans, providing doctors with additional information for
decision-making. Thus, interpretability is important for implementing deep neural networks in critical industries.

Deep neural networks are increasingly being integrated into critical systems, but the complexity of their architecture
makes explaining the decision-making process difficult. Attention mechanisms and rule-based explanations provide
fundamental tools to improve the interpretability of such models. Attention mechanisms allow the model to focus on the
most important components of the input data, providing an interpretation of their contribution to the final result. At the
same time, rules logically explain the results, making them understandable to professionals using these models (Table 2).

Attention mechanisms and rules are actively used in various industries to ensure both high accuracy of models and
their transparency. For example, in the field of natural language processing, attention mechanisms help identify keywords
or phrases that have the greatest impact on the result. This allows you to create models that take into account important
context, for example, in machine translation or sentiment analysis. Rules, on the other hand, provide detailed logical
explanations that make the results understandable to non-specialists. In medicine, this helps doctors justify diagnoses,
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Table 2
The effectiveness of using attention mechanisms and rules in explaining the decisions of deep neural networks
Method How it works Advantages Application in practice
Mechanisms Dynamic weighting of data elements Improve the accuracy of r_nodels‘ They are used in machine translation
. L . . and allow you to interpret their solutions | systems (for example, Google Translate)
of attention to highlight relevant information . T . .
while maintaining performance and visual analysis
Forming relationships between all Effective in transformer architectures

Ability to process long data sequences

Self-Attention elements of the input data to reveal and identify global dependencies

their significant correlations

(BERT, GPT) for processing text and
other serial data

Multi-Head Parallel processing of multiple contexts Improves analysis performance It is used in real-time text generation and
Attention to identify different aspects of data and detail image analysis tasks

Drawing logical conclusions by
Rules formalising model solutions in the
form of trees or logical expressions

They are used in medicine to explain
diagnostic decisions and in finance to
analyse risks

Ensure transparency and adaptability
in specific industries

. .. A hierarchical structure that explains . . . . .
Logical decision . p Easy to understand for users without They are used in credit scoring and risk
how each variable affects the final

trees a technical background forecasting
result

Combining attention mechanisms . They are used in multifactorial medical
. Lo . A balanced combination of neural . .
with logical inference to increase . systems to analyse complex diagnostic

network accuracy and rule clarity
transparency of results cases

Hybrid systems
of attention and rules

Source: compiled by the author on the basis of [3; 4; 7].

and in finance, it helps explain the reasons for refusing to issue loans [13]. Hybrid systems that combine these approaches
create a synergy between the high accuracy of the model and the ability to explain complex multifactorial decisions.
Thus, the use of these methods contributes not only to increasing the credibility of neural networks, but also to their wider
implementation in practical systems. The interpretability of Al models is an important factor in ensuring their effective
use in critical areas where user trust plays a key role. In industries such as healthcare, finance, and autonomous systems,
the decisions made by models have a significant impact on safety, financial stability, or even human life. Interpretability
allows users to understand how and why specific decisions were made, reducing the risk of errors and increasing the
transparency of processes. This factor becomes especially important in cases where models play not only an auxiliary but
also an autonomous role in decision-making (Table 3).

Table 3
The impact of interpretability of artificial intelligence models on user confidence in critical areas
Field of application The role of interpretability Impact on user confidence Examples of practical use
Explanation of the factors It increases the trust of doctors and patients Use in MRI image analysis systems
Healthcare that influenced the diagnostic in decision support systems and facilitates | to detect pathologies; explanation of risks
or prognostic conclusion their integration into clinical practice in personalised medicine
Justification of decisions made in Allows users and regulators to better Application in banking systems
Financial sector | credit scoring, investment management understand algorithms and reduces for analysing the reasons for refusing to lend;
or risk assessment processes the likelihood of legal and reputational risks |  risk assessment of investment portfolios

Explaining the actions
Standalone systems | and choices of autonomous vehicles
in critical situations

Integration into autonomous driving
systems that explain how to react to
unexpected circumstances

Increases trust in autonomous vehicles,
especially in cases of accidents or disputes

Justification of judicial It ensures transparency and verifiability . .
. . o . P Use in systems for analysing court
Law or administrative decisions made by of decisions, which is critical .
P, . L . precedents and preparing legal documents
artificial intelligence systems for maintaining public trust

Explanation of solutions Increases pilot and controller confidence Application in flight control systems

Aviation for automatic piloting and aviation | in automated systems, reducing the risk to explain trajectory changes or other
safety monitoring systems of errors automatic decisions

Source: compiled by the author on the basis of [2; 6; 13].

In practice, the interpretability of Al models is a crucial tool for ensuring transparency in their functioning, which, in
turn, enhances user confidence. For instance, in medicine, explaining how a model arrived at a diagnosis enables doctors
to critically evaluate the results and make informed decisions, facilitating the integration of these systems into clinical
workflows. In the financial sector, interpretable decisions help customers understand the reasons for loan rejections,
reducing tension between customers and banks. In autonomous transport, explaining route choices or vehicle actions
in critical situations fosters trust among passengers and regulators [9]. Thus, the development and implementation of
interpretability in artificial intelligence systems are essential for their effective application in critical industries.

However, implementing interpretable AI models in real-world environments faces several limitations and challenges
that significantly impact their effectiveness. One key issue is finding a balance between accuracy and interpretability.
Complex models, such as deep neural networks, achieve high performance on intricate tasks but remain opaque to most
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users. In contrast, simpler models, such as linear regression or decision trees, offer more comprehensible explanations but
may fail to meet the accuracy demands of complex scenarios.

Another significant challenge is the high computational cost associated with model interpretation [7]. For example,
methods like LIME or SHAP require substantial resources to generate local explanations or analyze the contributions
of individual features. This limitation complicates the deployment of such models in real-time environments, where
rapid decision-making is critical. Additionally, the development and implementation of interpretable models demand
specialized expertise, which may not always be available within development teams. This technical barrier can hinder the
adoption of new technologies in areas where they are most needed.

Legal and ethical considerations are increasingly becoming significant constraints. In regulated industries such as
healthcare and finance, the need to comply with transparency and data protection standards places additional pressure on
developers [15]. Moreover, excessive interpretability can inadvertently expose sensitive information, posing risks to both
individual users and organizations. This creates the challenge of balancing sufficient explanations with the protection of
confidentiality.

Another challenge is building user confidence in model explanations. Even high-quality, technically robust
explanations may fail to resonate with users if they are overly complex or not adequately tailored to the audience. This
issue is particularly pronounced in contexts where users lack technical expertise but require clear and comprehensible
explanations to build trust in the technology.

Developing recommendations for optimizing deep learning models to balance accuracy and transparency is crucial
for enhancing their practical application. A key area of focus is integrating interpretability methods during the model
development stage. For instance, hybrid approaches that combine attention mechanisms with model-agnostic methods
(e.g., SHAP, LIME) can preserve high model accuracy while ensuring transparency. This is especially critical in domains
where adherence to ethical standards and regulatory requirements is essential.

Another vital recommendation is adapting models to specific usage contexts. In tasks where transparency is paramount,
inherently interpretable architectures, such as decision trees or simplified neural networks, should be prioritized.
Conversely, for high-precision tasks like pattern recognition or complex process prediction, more intricate models may be
employed alongside integrated explanation tools to mitigate their opacity.

Attention should also be directed to the computational resources required for running interpretable models. Employing
optimization algorithms, such as dimensionality reduction or model compression, is recommended to lower the cost of
interpretation. These methods ensure acceptable processing speeds in real-world applications, including automated real-
time data analysis.

Another crucial aspect is interaction with end users. Models should produce explanations that are comprehensible
to the target audience, considering their professional background and level of technical expertise. For instance, in the
medical field, this might involve visual explanations of diagnostic findings, highlighting key risk factors. In finance,
models could generate logical conclusions outlining the primary reasons behind decisions.

Developing user interfaces for interacting with models is another essential component of optimization. Interactive
systems that enable users to refine queries or explore alternative scenarios enhance understanding and build trust in the
models. Additionally, developers are advised to implement mechanisms for monitoring and evaluating interpretability.
These mechanisms should allow for regular assessment of the quality of explanations and their alignment with user
requirements.

In conclusion, optimizing deep learning models to balance accuracy and transparency is a multifaceted process that
involves technical, ethical, and social considerations. Implementing these recommendations will promote the effective
integration of such models into practical systems, ensuring their reliability and acceptability across diverse industries.

Conclusions

The study identified the problem of interpretability in deep neural networks as a significant barrier to their adoption in
critical domains such as medicine, finance, and autonomous systems. The findings confirm that model-agnostic approaches,
attention mechanisms, and rule-based systems can substantially enhance user confidence and promote transparency in
decision-making processes. However, high computational costs, integration complexities, ethical and legal challenges,
and insufficient customization of interpretability tools to end-user needs remain key limitations for developers. Notably,
existing approaches often address isolated aspects of interpretability while lacking a comprehensive framework that
encompasses technical, social, and organizational dimensions.

Based on the analysis, several recommendations for optimizing deep learning models have been proposed. These
include employing hybrid approaches that integrate diverse interpretability methods, tailoring models to task-specific
requirements, ensuring user-friendly explanations, and implementing monitoring systems for regular evaluation of
explanation quality. Additionally, incorporating ethical, legal, and social considerations during model development is
essential to align models with established standards and user expectations.

Future research prospects involve designing novel methods to enhance model interpretability that account for
application contexts and industry-specific requirements. Special focus should be placed on integrating explanation
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techniques into real-time systems and developing standardized frameworks for evaluating explanation quality in
interdisciplinary research. These advancements will support the development of interpretable artificial intelligence as a
vital tool for fostering transparency, trust, and efficiency in practical applications.
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Y emammi npoananizoeano cyuacnuil scummesuil Yyukai po3pooxu 6e0-3acmoCyHKis, wo noconye memooonocii Agile
ma npakmuxu DevOps, i 8U0KpemiIeHO 0OCHO8HI NpUYUHU Nepesumpam pecypcie ma uacy. Aemop 36epmac ysazy na 4acmo
BMIHIO8AHT AOO HEHIMKI BUMOU, HAKONUYEHHS MEXHIYHO20 OOP2Yy 6HACTIOOK PYMUHHUX 3A60AHb | HeCIAYL 4acy HA pedak-
MopuHe, npobiIeMu 3 AGMOMAMU3AYIEI0 MECMYSAHHSL MA CKAAOHICIIO 8I0MBOPEHHs OeheKmis, a MAaKo’C Ha HEOOCKOHATY
KOMYHIKAYito Y 8eIUKUX YU PO3NOOLIEHUX KOMAHOAX. V KOHMeEKCMI Yyux 8UKIUKIE PO32TAHYMO POb 2eHEPAMUBHO20 UMY Y-
noeo inmenexkmy (I'LLII), uo 30amen 3HaUHO NPUCKOPUMU BUKOHAHHS PYIMUHHUX ONepayill, OONOMO2SMU Y HANUCAHHI KOOY,
mecmy8anHi ma Hagimes NPONOHY8aMuU NPOEKMHI PIlUeHHS.
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npaxkmuk, egexmusna cunepeisi 3 incmpymenmamu 'L 3anuwaemocs ppacmenmapno euguenor. Y mpaouyitinux
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npoyecam 30UpaHHsa UMOS i YNPAGIIHHA 3MIHAMU, NPOMe POlb 2eHePaAMmUSHUX Mooerell mam abo He po3ni0acmvCs,
abo 3eadyemvcs nosepxnego. Hamomicmo y nyonixayisx, npuceauenux LIl (Chen ma in., OpenAl, GitHub Copilot,
Amazon CodeWhisperer), Opaxye KoMniekCHo20 aHaniszy 6NIUGY YUX MexHoI02il Ha 8eCb YUK 8eO-PO3POOKU — 810 NOCMA-
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RESEARCH ON THE IMPLEMENTATION OF GENERATIVE ARTIFICIAL INTELLIGENCE
TO OVERCOME THE ISSUE OF RESOURCE AND TIME LOSS
IN THE MODERN WEB APPLICATION DEVELOPMENT CYCLE

In this article, a comprehensive analysis is presented of the modern web application development lifecycle,
which typically combines Agile methodologies with DevOps practices, revealing the primary factors leading to resource
and time overruns. The author points to ambiguous or frequently changing requirements, the accumulation of technical
debt due to routine tasks and insufficient time for refactoring, inadequate test automation and challenges with reproducing
defects, as well as communication difficulties in teams—especially distributed ones. Within this context, the article examines
the role of generative artificial intelligence (GAI), capable of automating routine operations, writing or enhancing code,
generating test cases and documentation, and in some cases providing design solutions.

A review of scientific and practical publications shows that although Agile methodologies, DevOps practices,
and continuous integration and delivery (CI/CD) tools receive considerable attention, the synergy of these approaches
with the capabilities of generative Al has not been adequately explored. Notably, there is no complete overview of how
Al can influence all phases of web development — from requirement gathering and alignment to product deployment
and support. The author underscores the necessity of a systemic approach that encompasses both technological
and organizational dimensions, also highlighting the risks linked to GAI usage (security vulnerabilities, potential
“hallucinations,” and licensing issues).

The central goal of this article is to evaluate the effectiveness of generative Al in addressing the “bottlenecks” in web
development that lead to significant time losses. It is demonstrated that integrating GAI into Agile sprints can expedite
backlog formation and the generation of both code and tests, while its inclusion in DevOps workflows simplifies the
automation of CI/CD pipelines and infrastructure configuration. In addition, the article provides practical recommendations
for thorough code review and the adaptation of project management methodologies to accommodate Al-generated content.

The conclusion is that generative Al can substantially boost developer productivity, reduce repetitive tasks, and shorten
release cycles when integrated with well-established Agile/DevOps processes. Future research should focus on real-world
usage scenarios of GAI, the development of performance metrics (e.g., ROI), and the creation of guidelines for the safe
and legally compliant use of language models. Given the rapid evolution of contemporary LLM solutions, establishing
unified quality standards for generated code and standardized training for development teams remains highly relevant.
Such a holistic approach will enable the full realization of GAI s potential while minimizing security and regulatory risks.

Key words: generative artificial intelligence, Agile, DevOps, technical debt, test automation, CI/CD, language models,
GitHub Copilot, ChatGPT, development efficiency, web applications.

ITocTanoBka npodseMu

VY cy4acHOMY JKHTTEBOMY IMKJII PO3pOOKH BEO-3aCTOCYHKIB, sIKMii yacTo 0a3yeThesi Ha iHTerpaiii rHydkux (Agile)
MeTtojouoriii i3 DevOps-npakTukaMu, BCe 1€ CIIOCTEPIraroThCs CYTTEBI BTpaTH pecypciB Ta yacy. Cepen HalTOIUpeHi-
mux (hakTopis:

* Heuitki 200 4acTo 3MiHIOBaHI BUMOTH, 1[0 TIPU3BOJIUTH JI0 MIEPEpOOOK 1 IEPEeBUTPAT 3yCHJIb;

* HakomuueHHs TeXHIYHOTO OOpry, 00yMOBIICHE Py THHHUMH 3aBJIaHHSIMH Ta OpakoM yacy Ha pe(akTOPHHT;

* IlpobGnemu 3 TecTyBaHHSIM, 30KpeMa HU3bKa aBTOMATH3allisl Ta CKJIQJHICTh BIATBOPEHHS Ae(EKTiB;

* HenockoHana KOMyHIKallisl y KOMaHJax Ta CKJIAJHICTh MacIiTaOyBaHHs MPOIECIB y BEIUKUX YU PO3MOIIICHUX
KOMaHJIax.

Ha i wiei nmpobGnemaruku 3’siBisieThest TeHepatuBHUE mtydnuit intenekr (I'LLI), sikumii 3mareH aBToMaru3yBaTh
HU3KY PYTHHHHUX OIEpalliif, JomoMararyu y HarucaHHI KOJy, TeHepyBaTh JOKYMEHTAIIII0 Ta HaBITh MPOMOHYBATH MPO-
exTHI piteHHs. OqHak macuradbu Brposamkenust ['11 ta iforo peanbHuii BIUIMB Ha ONTHMI3AIiI0 PECYPCIB 1 4acy MOKH
0 HEJIOCTATHRO Jociipkeni. Toxx Mera 1iei cTarTi — npoaHanizyBaru poiib reHepariBHoro LI B mogonanHi «By3bKUX
MICIIb)» Cy4acHOT BeO-po3p0oOKH i OLIHUTH MOTEHIIHI BUTOIU BiJl HOTO 3aCTOCYBaHHSI.

AHaJIi3 OCTaHHIX AocizKkeHb i myOmikaniii

AXTyasbHICTh MPOOJIEMaTHKN ONTHMI3allii po3poOKH BeDO-3aCTOCYHKIB uepe3 MiHIMi3allilo BTpar 4acy i pecypciB
BHCBITJIIOETHCSl Y HU3LI HAYKOBUX Ta MPaKTUYHUX MyOmnikamiii. [Ipote, sik CBiIYMTH aHaii3 Juykepedn, 6arato J0CHiKeHb
30Cepe/DKeH] MepeBaKHO HAa OKPEMHUX acleKTax (HampuKIIaj, METOIOJOTIT MPOSKTHOTO MEHEIKMEHTY UM BUKIIIOUHO
ABTOMATH30BAaHOMY TE€CTYBaHHI), TOJII SIK KOMIUIEKCHE BUBYCHHSI pOJIi reHepaTuBHOro mryuHoro intenexry (I'LUI) y momo-
JIAHHI BIZIOMHUX «BY3bKHX MICIIb» PO3pO0OKH 3aiuIaeThes hparMmeHTapHuM. Hikde nmogaHo OiIbln JeTani30BaHuil omsi
JITEepaTypH i BUSIBICHI OOMEKEHHS ICHYIOUUX Mpallb:

PoGotu Pressman & Maxim [1] Ta Sommerville [2] mogatoTh GpyHIaMeHTaNbHUIA OMUC KUTTEBOTO IUKIY 13, moun-
HAIo4H BiJ 300py BHMOT JI0 BIIPOBADKEHHS Ta CYNPOBOLY MPOAYKTY. Y HHUX JKEpenax PO3KPUBAIOTHCS KIACHYHI MPO-
0JIeMU — HEBI/IIIOBIIHICTH BUMOT, ITi3HE BUSIBICHHS Ae(DEKTIB, CKIaIHICTh YITPaBIiHHs 3MiHaMH. TakoX aBTOPU BUCBITIIIO-
I0Th NepeBaru THy4YKux (Agile) miaxomiB y HOPiBHSHHI 3 KACKQIHUMH MOJICIISIMH.

VY 3a3Ha4eHMX MparsiX pojib IHCTPYMEHTIB IITYYHOTO IHTEJIEKTY PO3IIISIAETHCS a00 MMOBEPXHEBO, a0 B3arai He 3rajy-
€eThesl. X04a aBTOPY BH3HAIOTH BAKIIMBICTH aBTOMarH3allii, chepa reneparusroro 1111 3anumiaeTsest 3a pamkamu IXHBOT yBaru.
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TIpofaemn 3 TeCTYBaHHAM Hexockonaaa KoMyHIKams

CETATHICTE M3CIITA0YEIHHS
MPOUECIE ¥ EENHERX 9H
DOSTIOTITEHME KOMHIAX.

HHIEEZ SETOMITHEZINE T2
CETATHICTE EIATEOpeHES AedexT]

HaiinolwupeHilwi hakTopy BTPaTH pecypcie Ta yay

s ™ s ™
Heuitki abo uacto HaxonuuyeHHA TEXHIYHOTO
IMIHIBaHI BEMOTH Gopry

z foxi 0BVMOETeHS Py TEEEIM
MIEQTHTE J0 IEpepotoE
i e ZEETAHHTMH T2 OpaxoM Tacy Ha
IEpEEHTPAT Iy CHIE
E pedaxTopHETr

Puc. 1. Hailinommupenimi ¢pakTopyn B cy4acHOMY KHTTEBOMY LUK pO3p0o0KH Be0-3aCTOCYHKIB

VY mpansix Beck & Andres [3], Schwaber & Sutherland [4] rpyHTOBHO OITHCaHO SBOJIOLIIO THYYKOI pO3POOKH, 30KpeMa
Scrum-mizxoau 10 CIPUHTOBOTO YIPABJIIHHS, CaMOOpraHizalii KOMaH/, IBHIKOTO 3BOPOTHOTO 3B’s3Ky. Y TOM ke uac
DevOps-ininiatuBu (3a Humble & Farley [5]) nemoHCTpyOTS, sik Oe3niepepBHa iHTerpaitist Ta qocraBka (CI/CD) MoxyTh
CKOPOTHUTH LIMKJI BUXOly HPOAYKTY Ha PHHOK. X04a B LIUX MPALSX HABEJACHO HU3KY PEKOMEHALH /Uil yHUKHEHHS T1epe-
BUTpAT i 3aTPUMOK, OKpEMHH aHai3 BIUMBY reHeparuBHoro 1111 Ha ckopodyeHHs yacy BUKOHaHHS PYTHHHHX 3aBJaHb 4i
Ha Y3TOJKCHHS BUMOT y pealibHOMY MacIiuTali MOKH 1110 BiJICYTHIH.

JlocnimKeHHs 0710 TeXHIYHOro 0opry i ckiaaHocTi nmpoekTie Boehm & Turner [7] Ta Larman & Vodde [6] Haro-
JIOUIYIOTh, 1110 HEKOHTPOJIbOBAHE 3POCTAHHS TEXHIYHOIO OOpPry, 0cOOIMBO B MacIITaOHUX YM PO3IMOAIICHUX KOMaH/ax,
MIPU3BOJIMTH JI0 3HAYHUX IIEPEBUTpAT Y MallOyTHbOMY. BOHM ONHUCYIOTH IIpoIiecH OL[iHIOBaHHS OOPry Ta MiAX0IH 110 HOro
3MeHIIeHHS (pehaKkTOPHHI, KOHTPOJIb KOJI-PEB’I0), ajie 31e0UIbIIoro y TpanuuiiHomy kontekcti Agile/Lean. Li nocoi-
JOKEHHSI 0OMEKEH1 THM, 1110 He po3nisiaaroTh MokauBocti [T 1j1st aBTOMaTH30BaHOTO BUSIBIICHHS 30H TEXHIYHOTO O0Opry
4y aBTOreHepallii TecT-KeiciB 1 peKoMeH 1allii o010 pedakTopruHry Kouy.

Whittaker [8] (mocBin Google) i Meszaros [9] (xUnit Test Patterns) mupoko BUCBITJIIOOTE TUTAHHS TOOYI0BH TECTO-
BUX CTpaTerii: BiJi MOAYJIBHOTO 1 IHTErpauiiiHOro TecTyBaHHs 10 ckiaaHux end-to-end crieHapiiB. ABTOpU aKIEHTYIOTh
Ha eKOHOMIT pecypciB 3aB/siki e(heKTHBHIIT aBTOTecT-cTparerii. [lonpu aeransHUl ONMUC NMaTepHIB Ta IHCTPYMEHTIB TeC-
TyBaHHs1, B3aemonuis 'L 3 mporiecom TecTyBaHHs MOKH 110 Maiike He JOCII/PKeHa, a MOMKJIMBICTh TeHEPaTUBHOI MOJIei
CTBOPIOBATH Ta OHOBJIIOBATH TECTH HA OCHOBI 3MiH Y KO/l 3aJIMIIAETHCS 11032 MEKAMU aHAi3y.

Chen Ta in. [10] gocmimkyBaiu eekruBHicTh MOBHUX Moerel (Codex) y renepallii mporpaMHOro Koy, I€MOHCTpY-
FOYM MMO3UTHBHUHN BIUIMB HA IIBHUKICTh HAMCAHHS TECTOBUX 1 gonomikHux (parmentis. OpenAl [11], GitHub Copilot
[12] i Amazon CodeWhisperer [13] Takox npencTaBisiioTh pe3ybTaTh BIACHUX €KCIIEPUMEHTIB, TIOKa3yo4uH MTOTeHIIiall
€KOHOMIi yacy po3poOHHKiB. Xoua 1 npaui it orsaoTs MoxiuBocti I, nocnimkenHs 31e0inboro pparMeHTapHi.
30KkpemMa, HeMa€e MOBHOTO aHaJi3y, sIK TCHEPATHUBHI MOJICII 3MIHIOIOTh YBECh KUTTEBUI LUK BEO-po3poOKu (Bix 300py
BHUMOT JI0 CYNPOBOJY), ki came MeTpuku edekruBHocTi (ROI, mBuaKicTh pemni3iB, 3MeHIIeHHs Ae(eKTiB) HaiOUIbII
pelieBaHTHI, 1 HACKUIbKH CTaOlIbHUM € 11ell €peKT y IOBrOCTPOKOBIH MEPCIEKTHBI.

Oxkpewmi crarti Ta 6ioru (Kim et al. [14], Sea & Nguyen [15]) 3ragytors «inTenexkryanbuuii DevOpsy, ne MalnmHHe
HaBYaHHS JIONIOMAarae aHajli3yBaT JIOI'M BUPOOHUYMX cepefoBHIl i HaiamroByBaru naimiaiiaun CI/CD. Ane npo ponb
TeHepaTUBHUX MOJIENEH y MPOEKTYBaHHI apXiTeKTypH, CTBOPEHHI JOKYMEHTAlll 4K ynpaBiiHHI BUMOramu iHgopmarii
MaJio. Y OUIBLIOCT] BUINAAKIB aBTOPU 30CEPE/PKYIOTHCS Ha aHajli31 JaHUX YW MPOTHO3HHUX aJITOPUTMAaXx, TOJI SIK TeHepa-
TUBHUH acIeKT (aBTOMaTUYHE CTBOPEHHS KOJY, TECTIB, JIOKYMEHTAIII1) 3JIMIIAETHCS] MAJIO JOCIIPKEHUM.

HenoBHoTa iCHYIOUMX AOCIIIKEHb 300payKeHa Ha PUCYHKY 2.

Takum 4MHOM, ONIPH Te, 110 B OCTaHHI POKM Y HAYKOBOMY CEPEAOBHILI i MPAKTUYHIN 1HIYCTpii aKTUBHO 00rOBOPIO-
FOThCS IUTaHHs apromaru3ailii, Agile/DevOps Ta 0KpeMi aclieKTH 3aCTOCYBaHHS MOBHUX MOJIEJICH y po3poOili, TOBHOTO
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HenoeHoTa icHYI0IHI

AOCTiTEeHE
h 4 h 4

HecTaya KOMNNeKcHoro nigxogy HeaocTaTHICTE eMNIPpHYHKX JaHHX

BinbwicTs SETORIE AETANLHO POSTMAL3KT: 300 acnexTy YacTwHa gocnigxess GasyeTecA Ha obMexeHnE

METOOONOr, 350 KOHKPETHI IHCTRYMEHTH ANA SKCTIEDUMEHTAX (HINPUENAN, HS OOHOMY UM KiNsKox

SETOAONOSHEHHA KOOY/TECTIE, 2NE HE NPONOHYHITE NpOEKTAX), 3 TOMY CKN3OHO 3p0GUTH CTETHCTHYHO SHaUYLL

EAMHOMD (PeRMEOPKY, WO ONWMCyEaE Bu noewHy iHTRrpaLi EWCHOEKW NPD KOPWCTE 300 puauxu 2ia enposamxexHA ML

reqepaTueHoro LI y eece UTTEEWA LwKn seb-pospobau. B piSHWX A0MEHSX T3 macwTabax.
BigCyTHICTbL CTAHAAPTHI0BAHWX METPHK OLUIHHBaHHA Mano QOBrocTPOKOBHX KelciB
Hemage JiTkol CACTEMW NOKBSHWKIE, Ak G N0ZE0NANW NOPIBHATA P - Mexepatvesua LI & aKTyansHOMY BWMALDI CTAE QOCTYNHWMNA BiAHOCHD
npoe=Td 3 | Ges ML w To yac Ha peanizayio gy, Wi To koedigienT | " |#enaero. Tomy goerocTpokoei QocniaxeHHA, Ak G Nokazanu
neexTie, U4 TO AKICTL Kogy. Bes TaRMX METPWE CKNAAHD NPOS0aWMTH HEKOMWUYEANsHWIA edexT sin sukopwcTanHA MU (3 Toukm sopy
NOrMUENeHMid NOPIEHANEHWA 3HaNIs. TEXHIUHOMD Gopry, NIATPMMYEIHOCTI, 3MIHW EyNETYPHWX NaTEpHIE

KOM3HA), MO LU0 BUACYTHI.

Puc. 2. HenoHoTa icHYI04MX 10CTiI7KeHb

Ta BceOiuHOrO omnucy iHTerpanii reneparuBHoro I y 1ukin BeO-po3poOKH MOKH 10 He 3arporoHoBaHo. Lle oorpyHTO-

BY€ HEOOXIIHICTh JI0JIaTKOBOTO JIOCIII/PKEHHSI, CIPSI<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>